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Classical Estimation

» Classical Estimation: 6 is deterministic but unknown.

» The generative (or forward) model under classical setting
0 — p(x|f) — x

which involves the likelihood only.
» The generative (or forward) model under Bayesian setting

p(0) — 6 — p(z|f) — =

which involves the prior and likelihood.



Basic Concepts

> Loss /(6. 0)

» Risk: R(0,0) = E,[((0,0)]

» Bias: bias(8) = E,[0(x)] — 0

» An estimator is unbiased if bias(#) = 0 for all 6 € ©.
» Variance:

var(9) = tr(E[(@(m) —EO(2))(B(x) — ]Eé(x))TD
= E[)|6(z) — E6(x)|;3]



Mean Square Error (MSE)

MSE(8) = E.[||0 — 6(x)|[3]
—E, {[}o - (@) + EB(@)] - 6(x)[;
= 116 — EB(@)]|I3 + E[16(z) - Bo()][3]
+2(0 — E[(x)))"E[0(x) — B[B()]
= ||bias()]|2 + var(8)

» Bia-Variance Decomposition
The MSE is contributed by two parts:

» Bias: ||bias(9)ug
» Variance: var()



Example
., Xp, are i.i.d. random variables with pdf NV'(u, 1), where y is an

le X?a ..
unknown parameter to estimate. Consider an estimator

1
i = (X1, Xoy o X)) =~ 57X,
fin = (X1, Xo ) nz

What is the bias, variance of the estimator? What is the MSE?



Asymptotics

Suppose X7, Xs,..., X, are i.i.d. random variables with pdf p(x]0),0 € ©, and
consider an estimator Gn = 0(X1,X2, ..., X,). How does 0 behave as n — c0?

Definition A
6., is asymptotically unbiased if lim,, o, E[f,] — 8 = 0 for all § € ©.

Definition )
0., is consistent (w.r.t chosen loss/risk) if lim,,—,oc R(6,60,,) = 0 for all § € ©.



Asymptotics

Example

X1, Xa,...,X, are i.i.d. random variables with pdf A'(u, 1), where p is an
unknown parameter to estimate. Consider an estimator

1
i = (X1, Xoy o X)) =~ S°X,
fin = (X1, X2 ) nz

Consider ¢5 loss function £(pu, fin) = || — fin
R, fin) = B [€(p, fin)]-

2, and the risk as



Maximum Likelihood Estimation

» The maximum Likelihood (ML) Estimate is given by

0 = arg Igneaé(p(a:|9)

A 1
0 = argmin ——

MR e = arg mm log p(x|0)



Example
Given a single observation of z generated according to p(z|f) = $e~ 9. What is

the MLE? Is it biased?

Solutions:

» If 8 < x, then d‘;g}) <0, that is, J(#) decreases in 6

» If & > z, then d{l‘(ge) > 0, that is, J(@) increases in 6

» Thus J(#) is quasi-convex in 6, and achieves the minimum at d‘](e) =0

éMLZJU
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Example
Given p(x;0) = Wexp{—%(x ~HOTEL1(x—-HO)}, x € R", 6 € RF.
What is the MLE of 87

Solutions:

J(0) = (x —HO)TE " (x — HO)
=xI'y"x —xTYy " '"HO - 0"H'Y 'x + 0TH S 'HO

0
0J(6) = 2HTY 'x+2HTY."'HO =0

00

Oy = (H'S'H)'H'Y 'x
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Example
Consider z[n] = A +w[n],n =0,1,..., N, where w[n] is WGN with variance o2.
Find MLE for the vector parameter 8 = [A,02]T. Is it unbiased?

Solution: p. 183, Example 7.12, Kay Volume 1

12



Example

Consider z[n] = Al w[n],n =0,1,..., N, where w[n] is WGN with variance o2.
Show that the follpying estimator is an unbiased estiamte of the vector parameter
0 =[A,0%".

1 X
A:NZXZ-

i=1

;N
A2 _ Y
G 7N—12.§:1(X1 A)
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Asymptotic Distribution of the MLE

Theorem

Let x1,o,...,x, be ii.d observations generated according to p(x|0™), where
0" c R%. Let

n n
0, = arg max 1_[1 p(z;]0) = arg max Zl log p(z;]0)
i= i=

and L(0) :=logp(x|0) = >_i"_, log p(z;]@). Assume agé;o) and % exist for
all j,k. Then,

0, ~N (6%, 17°(0")) asymptotically

where I1(0) is the Fisher-Information Matrix whose elements are given by
9 log p(x/6)
1(6%);, = —E | L8P .
[ ( ﬂ sJ 80339k |9 0
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Asymptotic Distribution of the MLE

Example

Consider z[n] = A +w[n],n =0,1,..., N, where w[n] is WGN with variance o2
Find the asymptotics of the MLE estimate of 8 = [A4, 2]

Solution: p. 183, Theorem 7.3, Kay Volume 1

Let ; = A and 0, = 2.

> logp(x]0) = —§ log2m — §logo? — 555 32 (X, — A)?

dlogp(x|0) 1 &
a0, ~ X4
i—1
02 log p(x|0) N N
B | e[ ] =
02 log p(x|0) 1 &
o[ ] B | - ) o




Solution:(Cont'd)

N
0logp(x|0) N1 1 9
—_— = X;— A
205 202 350 ;( )
82 log p(x|0) N1 1 N
E| L8P g S N, A)? -
{ 003 } 2 0% of ;( ! ) 204
92 log p(x|0) 1 &
E| T8RN (X - A)| =0
l: 892691 :| 04 zz—;( )
L 0
» Fisher Information matrix 1(6) = [ %2 N }
207
0'2 0
PII(Q)ZlN 24‘|
0%
0'2 0
» The exact coveriance matrix of @ is C(0) = [ J(\)f o(N—1)o ] ~171(0)
N2
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MLE for Transformed Parameters
In many instances, we wish to estimate a function of 6.

Example

Let x1,xs,...,x, be be generated according to x; = A + W;, where W; are
WGN. Find the MLE of oo = exp(A).

Solution: Since p(x|A) ~ N (A,0?), and « is a one-to-one transformation of A,
we can equivalently parameterize the pdf as

pr(x|a) ~ N(loga, 0%)

The MLE of « is found by maximizing pr(x|c).
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Solution: (Cont'd)

The MLE of the transformed parameter is found by substituting the MLE of the
original parameter into the transformation.

18



Example
Now consider the transformation oc = A? for the previous example.

Since A = +/ — \/«, the transformation is not one-to-one.
If A = V/a, pu(la) ~ N(ya,o?).

If A= @, pu(zla) ~ Ni(—/a@,02).

Then, the MLE of a is

a = arg max (ptl(x|a),pt2(x|a))
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Invariance of the MLE

Theorem

The MLE of the parameter o = g(0), where the pdf p(xz|0) is parameterized by 0
is given by

7= g(0)

where 0 is the MLE of 6. If g is not a non-to-one function, then & maximizes the
modified likelihood function p.(x|a) defined as

pi(zla) = 9_6131:%)2?(93\9)
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