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» Definition of stochastic process (random process)
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» Description of discrete-time random process

« Stationary and non-stationary

« Two random processes

« Ergodic and non-ergodic random process

« Power spectral density
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DEFINITION

« Stochastic process, or, random process
— Arandom variable changes with respect to time
« Example: the temperature in the room

— At any given moment, the temperature is random: random
variable

— The temperature (the value of the random variable) changes with
respect to time.

.‘\'lf...ll
i |

a2

/\/\/\\ / |
—~ 4 S\ 7%
\ =




DEFINITION

« Stochastic process (random process)

— Recall: Random variable is a mapping from random events to real
number: X (&), where £ Isarandom event

— Stochastic process is a random variable changes with time
 Denoted as: X (t,&)
« Itis a function of random event ¢ , and time t.
- Recall: random variable is a function of random event ¢

.‘\'lf...ll
/\ Tl

a2

//\/\/\\ (I
A~ 4 N / &
No oA

4P

,/v L\ t
e : \/\’N\,\rf \/\A/\/\ :
x N

r\,f\n\
. / \/’\\x _—
I f3 el




DEFINITION

Stochastic process (random process) X(t,$)

Fix time: X (t.,&) is arandom variable

 pdf, CDF, mean, variance, moments, etc.

fix event: X (t,&,) is a deterministic time function
» Defined as a realization of a random process
* Or: asample function of a random process

Ensemble domain
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DEFINITION

 Example
— Let & be a Gaussian random variable with 0 mean and unit variance,

X (t,&) =& - cos(244t)

IS @ random process .
« If we fix t=t, , we get a Gaussian random variable X(t,,&) =& -cos(2ft,)
— The pdf of X(,$) is:

« Ifwe fix $ =&, we get sample function X (t,&) =&, - cos(27t)
— It is a deterministic function of time




DEFINITION

e Stochastic process:
— Avrandom variable changes with respect to time X (t, &)

« Sample function:
— Adeterministic time function X (t, & ) associated with outcome &,

« Ensemble:
— The set of all possible time functions of a stochastic process.



DEFINITION

 Example
— Let ® be arandom variable uniformly distributed between [—7,7x], then

X (t,0) = Acos(27ft + ®) is a random process, where A is a constant. At t =t,
Find the mean and variance of X (t,,®)
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DEFINITION

 Example
— Let ® be arandom variable uniformly distributed between [-7,x], and 4
a Gaussian random variable with 0 mean and variance &2. Then
& cos(27ft + O) js a random process. ¢ and @are independent.
Find the mean and variance of the random process at t =t,



DEFINITION
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Continuous-time random process

— The time is continuous

- Eo. X(t, &) = & - cos(2ft) teR
Discrete-time random process

— The time is discrete

- E.0. X(n, &) = &-cos(27n) n=012A
Continuous random process

— Atany time, X(t,,&) Isacontinuous random variable

— E.g. X(t,8) =& cos(24ft) , & is Gaussian distributed
Discrete random process

— Atanytime, X(t,,&) isadiscrete random variable
— E.g. X(t,8)=¢&-cos(2A4t) = & isaBernoulli RV



DEFINITION

« Classifications
— Continuous-time v.s. discrete-time
— Continuous v.s. discrete
— Stationary v.s. non-stationary
— Wide sense stationary (WSS) v.s. non-WSS
— Ergodic v.s. non-ergodic

« Simple notation
— Random variable: X(&) |, usually denoted as
— Random process: X(t,&) , usually denoted as X (t)
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DESCRIPTION
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 How do we describe a random process?
— Arandom variable is fully characterized by its pdf or CDF.
— How do we statistically describe random process?
) Eg PI’(G,l < X(?Ll) < 3}1: (o < X(?LQ) < bg) ="
Pria < X(tr1) <blX(t) =a, -, X(tx) = ar) =7

— We need to describe the random process in both the ensemble domain and
the time domain

» Descriptions of the random process
— Joint distribution of time samples: joint pdf, joint CDF
— Moments: mean, variance, correlation function, covariance function



DESCRIPTION
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« Joint distribution of time samples
— Consider a random process X (t)

— Let Xl:X(fl)XQZX(?LE)Xn:X(fH)
— joint CDF:

F}fl,-“,Xu(mlz T :'Tn) — PT(XI < Ly :Xn < 'T:ﬂ)

— Joint pdf:

dﬂ(Xl < 5 PR :Xn < -Tn)
dry---dr,

j.‘Xl!“':Xu('le e 33:1’1) p—

— Arandom process is fully specified by the collections of all the joint CDFs
(or joint pdfs) for any n and any choice of sampling instants.

 For a continuous-time random process, there will be infinite such joint
CDFs.



DESCRIPTION
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 Moments of time samples
— Provide a partial description of the random process
— For most practical applications it is sufficient to have a partial description.

« Mean function

My (8) = EQX (0] = [ ufy (u)dlu

— The mean function is a deterministic function of time.
 Variance function

% (1) = ELX ) -my OF =] Tx—m OF f (x)dx



DESCRIPTION
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 Example

— For arandom process X(t) = A-Cos(24t), where A is a random variable
with mean M, and variance 2 .Find the mean function and variance
function of X(t) .



DESCRIPTION
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« Autocorrelation function (ACF)
— The autocorrelation function of a random process X(t) is defined as the

Ry (tvtz) — E[X (H)X (tz)]

— It describes the correlation of the random process in the time domain

» How are two events happened at different times related to each other.

— E.qg. if there is a strong correlation between the temperature
today and the temperature tomorrow, then we can predict
tomorrow’s temperature by using today’s observation.

— E.g. the text in a book can be considered as a discrete random
process
» Stochasxxx

» We can easily guess the contents in xxx by using the time
correlation.

— R (t,t) = E[X 2(:[1)] is the second moment of (t,)
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DESCRIPTION
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« Autocovariance function
— The autocovariance function of a random process X(t) is defined as the

Cx (ti’tZ) — E{[X (t1) — My (H)][X (tz) — My (tz)]}
= E[X (1) X (t)]—my (t)m, (t;)

- Gty = 0'>2<(t)



DESCRIPTION
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 Example

— Consider a random process X (t) = A- cos(27zft) where A'is a random
variable with mean m, and variance 2 . Find the autocorrelation
function and autocovariance function.



DESCRIPTION
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 Example

— Consider a random process X (t) = A-cos(24ft + ®) where A is a random
variable with mean m, and variance o . @ is uniformly distributed in

[-7,7]. A and ® are independent.
— Find the autocorrelation function and autocovariance function.



DESCRIPTION
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 Example

—  Given a random process X (f) with expected value px(f) and autocor-
relation Rx(¢,7) , we can make the noisy observation Y () = X () + N(t)
where N(t) is a random noise process with puy(t) = 0 and autocorrelation
Ry(t,7) . Assuming that the noise process N(t) is independent of X (¢) , nd
the expected value and autocorrelation of Y (¢).
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DESCRIPTION
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« Discrete-time random process (random sequence)
— A discrete-time random process

:X—l*,X[]:Xl*,X?:"' :Xﬂ:"'

— Consider a subset of m samples X=X, X0y Xol
« E.g.  X=[Xy, X5 Xs, Xy
— Joint PMF

)E’IX (-TL s s ‘:}:’J‘ﬂ) f— PI‘(an p— :};‘1‘ P :Xn?n p— :};‘m)

— Joint CDF



DESCRIPTION
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« Bernoulli process

— A Bernoulli (p) process X, is an indepdnent and identically distributed
(i.i.d.) random sequence in which each X, is a Bernoulli (p) random variable.

1. Find the joint PMF of X = [X, -+, X,,].

2. Find the joint PMF of X = [1,0,0,1,1,0,0,0, 1] with p = 0.3.



DESCRIPTION
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 Moments of time samples
— Provide a partial description of the random process
— For most practical applications it is sufficient to have a partial description.

« Mean function

— The mean function is a deterministic function of time.
 Variance function

0% (n) = E[(X, — mx(n))?] = E[X2] — mk(n)

— It is a deterministic function of time
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 Example
— For a Bernoulli (p) process, find the mean function and variance function.
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» Autocorrelation function of a random sequence

Rx[m.k]=F [Xme—i—ﬁf] -

« Autocovariance function of a random sequence

Cx[m, k] = Cov [Xm-.u Xm+k]

Cxln, k] = Rxln, k] — px(m)ux(n + k).



DESCRIPTION
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 Example
The input to a digital filter is an iid random sequence ..., X _;, Xy, X, ... with E[X;] =
0 and Var[.X;] = 1. The output is a random sequence ..., Y_q, Y. Y1, ..., related to

the input sequence by the formula
Yp =X+ X, for all integers ». (10.38)

Find the expected value E[Y,] and autocovariance function Cy[m, k].
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STATIONARY RANDOM PROCESS
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« Stationary random process

— Arandom process, X(t), is stationary if the joint distribution of any set of
samples does not depend on the time origin.

TX) . X) X1y o s Xm) = JX (4T Xt +1) (X1 e e Xm)

For any value of 7 and m , and for any choice of 1,72, -+ ,t;s



STATIONARY RANDOM PROCESS

31

 1storder distribution

— If X(t) is a stationary random process, then the first order CDF or pdf must
be independent of time

F 0y (X) = Fx 12 (%), Vi, 7
Fy o (X) = Ty ry (X), v,z
* The samples at different time instant have the same distribution.
— Mean:
E[X(1)]=
E[X(t+7)]=

For a stationary random process, the mean is independent of time

ﬁﬁmwifi}\ugﬁn



STATIONARY RANDOM PROCESS
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— If X(t) is a stationary random process, then the 2" order CDF and pdf are:

Frox ten) (%0 X2) = Fx 0 x () (X0s %2, \vA s

fX(t)X(t+r)(X1’X2) = fX(O)X(T)(X]_,Xz); Vi, T

— The 2" order distribution only depends on the time difference between the
two samples

— Autocorrelation function

Ry (tutz) -

— Autocovariance function:

For a stationary random process, the autocorrelation function and
autocovariance function only depends on the time difference: t, —t;

SITY O
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STATIONARY RANDOM PROCESS
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« Stationary random process
— In order to determine whether a random process is stationary, we need to
find out the joint distribution of any group of samples
— Stationary random process > the joint distribution of any group of time
samples is independent of the starting time
— This is a very strict requirement, and sometimes it is difficult to determine
whether a random process is stationary.



STATIONARY RANDOM PROCESS
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* Wide-Sense Stationary (WSS) Random Process

— Arandom process, X(t), is wide-sense stationary (WSYS), if the following
two conditions are satisfied

» The first moment is independent of time
E[X (t)]= E[X (t+7)]=m,
» The autocorrelation function depends only on the time difference

E[X ()X (t+7)]=R,(7)

— Only consider the 15t order and 2" order distributions



STATIONARY RANDOM PROCESS
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« Stationary v.s. Wide-Sense Stationary
— If X(t) is stationary =» X(t) is WSS
* Itis not true the other way around

— Stationary is a much stricter condition. It requires the joint distribution of
any combination of samples to be independent of the absolute starting
time

TX) . X) X1y o s Xm) = JX (4T Xt +1) (X1 e e Xm)

— WSS only considers the first moment (mean is a constant) and second
order moment (autocorrelation function depends only on the time
difference)

E[X (t)]= E[X (t+7)]=m,

E[X ()X (t+7)]=Ry(7)



STATIONARY RANDOM PROCESS
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 Example
— Arandom process is described by

X (t) = A+ Bcos(21t + ®)

where A is a random variable uniformly distributed between [-3, 3], B is
an RV with zero mean and variance 4, and @ is a random variable
uniformly distributed in [-7/2,37/2] . A, B, and © are independent.
Find the mean and autocorrelation function. Is X(t) WSS?



STATIONARY RANDOM PROCESS
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« Autocorrelation function of a WSS random process
Ry (7) = E[X (©) X (t+7)]

- R (0)= E[Xz(t)] is the average power of the signal X(t)
- R (2)=E[X{MOX({t+7)]=E[X({t+7)X(t)]=R,(~7) isan even function

- |Rc(@)|<R(0)
« Cauchy-Schwartz inequality  E[XxY]* = E[X*E[Y’].
— If R, () is non-periodic, then

limR, (r) =m;

T—>0



STATIONARY RANDOM PROCESS
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 Example
— Consider a random process having an autocorrelation function
2 ;
744+ 4
Rx(t)=3
x(7) 7243

 Find the mean and variance of X(t)



STATIONARY RANDOM PROCESS
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 Example
— Arandom process Z(t) is

Z(t) = X(t)+ X(t+t,)
Where X(t) is a WSS random process with autocorrelation function

R, (7) =exp(-7°)
Find the autocorrelation function of Z(t). Is Z(t) WSS?



STATIONARY RANDOM PROCESS
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 Example

— Arandom process X(t) = At + B, where A is a Gaussian random variable
with 0 mean and variance 16, and B is uniformly distributed between O
and 6. A and B are independent. Find the mean and auto-correlation
function. Is it WSS?
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TWO RANDOM PROCESSES

« Two random processes
— X(t) and Y (1)
» Cross-correlation function

— The cross-correlation function between two random processes X(t) and
Y (1) is defined as

RXY (tutz) — E[X (ti)Y (tz)]

— Two random processes are said to be uncorrelated if forall t, and t,
E[X(L)Y ()] = EIX(L)IELY (t,)]

— Two random processes are said to be orthogonal if for all t, and t,

RXY (tptz) =0
* Cross-covariance function

— The cross-covariance function between two random processes X(t) and
Y (1) is defined as

CXY (tutz) - E[X (tl)Y (tz)] —my (t1)mx (tz)

aﬁmwﬁﬁlgﬁﬂ



TWO RANDOM PROCESSES

43

 Example
— Consider two random processes X (t) = cos(2#ft + ®) and
Y (t) =sin(2#ft + ®) . Are they uncorrelated?
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TWO RANDOM PROCESSES

 Example
— Suppose signal Y (t) consists a desired signal X(t) plus noise N(t) as
Y (1) = X(t) + N(t)
The autocorrelation functions of X(t) and N(t) are: Ry, (t;,t,) and Ry (L, t,)

, respectively. The mean function of X(t) and N(t) are: m, (t) and my(t),
respectively. Find the cross-correlation between X(t) and Y/(t).
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ERGODIC RANDOM PROCESS
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Time average of a signal X(t)
(x(®), == j x(t)dt

Time average of a sample function of the random process x(t) = X (t,&,)

(X&), == [X (.5

Ensemble average (mean) of a random process  X(t,&,)

E[X (&)= [ X0 (00X

=
© X(t.0y)
5
3 Ao W
i) X(t, £y ' b e
o]
2 e
L o
s i / \/,,\/\
LS = \m“’k

s
ANSA time domain
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ERGODIC RANDOM PROCESS

« Ergodic random process

— Asstationary random process is also an ergodic random process if the n-th
order ensemble average is the same as the n-th order time average.

(X"(1)=E[X"®)]
)=t s

E[X" ()= [ %" £ (x)dx

— If a random process is ergodic, we can find the moments by performing
time average over a single sample function.

— Ergodic is only defined for stationary random process
 If a random process is ergodic , then it must be stationary
— Not true the other way around

&AMH,ENEAH



ERGODIC RANDOM PROCESS
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 Example
— Consider a random process X (t) = A
where A is a Gaussian RV with 0 mean and variance 4. Is it ergodic?



ERGODIC RANDOM PROCESS
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* Mean ergodic

— A WSS random process is mean ergodic if the ensemble average is the
same as the time average.

(X () =E[X ()]

— Mean ergodic v.s. ergodic
- Ergodic: (X"(t)) E[x"(t)] for stationary process
* Mean ergodic: (X (1)) = E[X ()] for WSS process

 If a random process is ergodic, then it must be mean ergodic
— Not true the other way around

— If a process is mean ergodic, it must be WSS
» Mean ergodic is defined for WSS process only.

&AMM‘ENE-]&H



ERGODIC RANDOM PROCESS
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 Example
— Consider a random process X (t) = Acos(2ft + ®)

where A is a non-zero constant, and © is uniformly distributed between 0
and 7. Is it mean ergodic?
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POWER SPECTRAL DENSITY
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* Power spectral density (PSD)
— The distribution of the power in the frequency domain.

— For a WSS random process, the PSD is the Fourier transform of the auto-
correlation function

Sx (1) =F[Rx(7)]

— The “density” of power in the frequency domain.
— The power consumption between the frequency range [f,f,]:

f
P:jfl S, (f)df
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POWER SPECTRAL DENSITY

 \White noise
— Autocorrelation function

R (¢) = N7 5(z)

« any two samples in the time domain are uncorrelated.
— Power spectral density

S ()= j 05(7)dr—N7
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