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Abstract— An achievable rate region for a 3-node cooperative D
multiple access channel (CMAC) is presented in this paper. O
A CMAC contains multiple users cooperatively transmitting
information to a single destination node. It includes the tadi-
tional multiple access channel that assumes no communicati Q Q
between source nodes, and multiple input single output (MIS) N, Ny
system that contains ideal links between source nodes, asesjal
cases. The achievable rate regions for both general CMAC and Fig. 1. A 3-node cooperative multiple access channel.
degraded Gaussian CMAC are derived with the assistance of
a block Markov encoding scheme. The impacts of cooperation
strategies between source nodes on node transmission raae CMAC can be considered as an overlay of two relay channels
investigated by modeling node cooperation as a strategic gee, 6], [7l, N1 — N2 — D, and N, — N; — D, and a
and the Nash equilibrium of cooperation strategy for degraced traditional multiple access channélyi, N2) — D.

Gaussian CMAC is identified. An achievable rate region for a 3-node cooperative multiple
access channel is developed with the assistance of a block
|. INTRODUCTION Markov encoding scheme. During the transmission of each

A multiple access channel contains two or more useifformation block, each source node will transmit not ortdy i
transmitting information to a common destination through @vn message, but also a cooperative message derived based on
shared physical channel [1] — [3]. Examples of a multiplgistorted observation of signal transmitted by the otherse
access channel include a set of cell phones communicatiifle in the previous block. Achievable rate regions for both
with a basestation, or a group of spatially distributed eensgeneral CMAC and degraded Gaussian CMAC are developed.
nodes transmitting data to a central data collection point. The results include the capacity regions of traditionaltiple

Two types of multiple access channels with different coepetccess channel, MISO system, and relay channel as special
ation strategies have been studied extensively in thetitee. cases. The impact of different cooperation strategies éxtw
The first type of multiple access channel, which is denoté@e two source nodes on rate regions are investigated weth th
as traditional multiple access channel in this paper, assunfielp of game theory and Nash equilibrium.
that all source nodes (users) do not attempt to detect oy rela
information transmitted by other source nodes [1] — [4]. As
a result, source nodes transmit independent signals withouConsider a 3-node network as shown in Fig. 1. LgE X
explicit form of cooperation. The second type of multiplendy, € ), denote the signals transmitted and received by
access channel assumes that each source node is fully awwargce nodeV,, respectively, fors = 1,2, andy € Y the
of the information to be transmitted by all other source rsodsignal received at the destination noBle The discrete mem-
in the network [4], [5], and it can be used to model a multipleryless cooperative multiple access channel can then e-rep
input single output (MISO) system with multiple transmissi sented asX; x X2, p(y, y1, y2|x1, 22), Y X V1 x V2). The con-
antennas and one receiving antenna. In this case, all udditonal probability density function (pdfp(y, y1, y2|z1, z2),
(antennas) can transmit cooperatively by utilizing thencled defines the statistical properties of the transfer functiom
as an ordinary one user channel. each input pair,(z1,z2) € X; x X, to an output tuple,

In practical communication networks with full-duplex(y,y1,y2) € Y x Y1 X Va.
source nodes, each source node can detect and relay signalde two source nodes perform cooperation by relaying each
transmitted by other users. We define cooperative multipi¢her’'s information to destination. We denote the communi-
access channel (CMAC) as a multiple access channel tbation links between the source nodes,, N; — N, and
allows users to relay each other’s information to destomati N» — N1, as cooperative links. Traditional multiple access
In this paper, we focus on the study of a 3-node CMAC witbhannel and MISO system assume a cooperative link with
two source nodesy; and N,, and one destination nod®, capacity 0 andx, respectively. In CMAC, the cooperative
as shown in Fig. 1. The two source nodes transmit their olink capacity can be any value in the range[@foo).
information as well as perform cooperative communicatipn b The analysis of the achievable rate region is based on the
relaying each other’s information to the destination. Thais concept of typical sequence. For completeness, we list the

Il. PRELIMINARIES



definition and properties of typical sequence as follows [8] [}._, p(co)-

Definition 1: Consider a group ofp lengthn random
sequences(xi, Xz, - ,Xp),

[Li—y p(z1k, w2k, -+ s 2pk), Where z,,,, € X, is the kth

element of the length- sequencex,,, for m = 1,--- p.
Define the jointlye-typical set of(x1,x2,- - ,x,) as
Ac(X1, o, Xp) = {(x1,+ %) €A X+ x X
1
——1ng(S)—H(S)’ SG,VSQ{Xl,"' aX;D}}v (1)
n

where H(S) is the entropy of the random variable vecfr

Lemma 1:For anye > 0 andS C {X,---,X,}, there
exists an integen. such thatA.(S) satisfies
P{A(S)} >1—¢ VSC{Xy, --,Xp}. (2a)
se A(S) = ‘_l log p(s) — H(S)| < e, (2b)
n

(1 _ E)271(H(S)—e) < |A€(S)| < 2n(H(S)+e)’

Lemma 2:Let (U,V,W) ~ [[;_, p(uk, v, w) and

(U, V', W) ~ [T;_, p(uk|wi)p(viwi)p(wy). Then for the
n that yieldsP {A. (U, V,W)} > 1 — ¢,

(1 — e)2 nUUVIW)+e < p LU V!, W) € A(U,V, W)}
< 2—n[I(U;V|W)—€].

(2¢)

I1l. AN ACHIEVABLE RATE REGION

Based on the definitions and preliminaries presented i
Section I, an achievable rate region for a general cooperat

multiple access channel is developed in this section.

To facilitate analysis, define auxiliary random variables )
(RVs), C'; andCy, which are used to represent respectively tHé _Source nodenN; is ys”.

self information and cooperative information to be trartteali

at source nodév,, for s = 1,2. The actual signal transmitted{cQ ( (- 1)) X1 (

at IV, is denoted as{,, which is a function o’ andCy, and
the signals received at nodé§ and D are represented a§

andY, respectively. With the above book keeping notation
the achievable rate region for the cooperative multipleeasc

channel is presented as follows.

Theorem 1:For a 3-node cooperative multiple access chan-

nel, the achievable rate region is the union @, R2)
satisfying the following inequalities

Ry < mln{I(X17}/2|X2)7I(X17Y|02)}a (3a)
Ry < min{I(Xg;Y1|X1),I(X2;Y|Cl)}, (3b)
Ri+ Ry < I(Xl,Xg;Y). (3¢)

The achievability of the rate region will be proved by X Xy
showing that there exists a random code that can achieve fffe ;%" ")) )
conditions as shown in (3). The details are presented in t B sy )

following two subsections.

A. Encoding and Decoding

drawn according to the pdf,

Index them asco(m), for m € M, =
{1,2,...  2nfo},

For eachcy(m), generat@™ s conditionally independent-
sequencesks = [zs1,- - ,Zsn], according to the conditional
pdf, p(xs|co(m)) = szlp(xsk|cok(m)), for s = 1 and 2,
respectively. Index the sequencesasx;(ms|m), for mg €
Mg ={1,2,---,2"R1 This results in a random codebook,
C = {co(m), x1(m1|m), x2(mz|m)}.

Randomly partition the set of index pait8{;2 = M; x
Mo, into 27Fo subsets asM s = {S1,Sa, -+, Synr, }, SUCH
that V(u,v) € Miz andVm € Mgy, P{(u,v) € S} =
2—nR0.

2) EncodingThe information are transmitted in blocks. For
a duration of B blocks, the information to be transmitted by
source nodeV, is denoted agm'”,m{?, . m{®] e MB.

At the end of block: — 1, assume that nodeV;

knows m;i—”, Ny knows mgi_l), and the destination node
D knows (m§1’2)7m§’2)). As a result, the index pair,
m{™ m§™"), is known at boths; and s, at the end

of block i — 1. Let S,,:-1) denote the partition containing
(mgi_l),mgi_l) . Based on the indexn(*~1, which is
known at both source nodes, selegt(m( ).

At source nodeN,, select and transmit the-sequence,
xs( (i)|m(i—1)>, where m{") is the new information to
Bbe transmitted by nodev, at block i, and m(~V is the
cooperative information.

3) Decoding.At the end of blocki, the received signal
Source nodeN; declares

= v if there is one and only one € M, such that
Dm0 xp (vlmD) ¥} e
A(Cy, X1, X2,Y1). Similarly, source nodeN, declares
m1(¢) = u if there is one and only one € M; such that
{’Co (mO=1Y %, (ufmD)  x, (m;i)|m(i—1)) 7y§i)} c
AG(CQ7X1,X27Y2).

The decoding at destination node consists of three

) -

steps. First, the destination node declare§—" = w
if there is one and only onew € M such that
{co(w),yD} € A(Cy,Y), where y® is the received

S|gnal at the destination node at the end of blocsecond,
the destination node calculates its ambiguity SE€{y),
which contains all the index pairﬁu, ) € Mja, such that
co (=) x1 (ulm0=) 5 (vnl=0) y 0} €
Third, the receiver  declares
= (u,v) if there is one and only one

pair of (u,v) € Myq satisfying(u,v) € L(i —1) NS, i-1).

We present in this subsection a random coding scheme tBatProbability of Error

can achieve the rate region described in Theorem 1.
1) Random CodebookFirst generate2”fo indepen-
dent identically distributed (i.i.d.)n-sequences,cq =

[co1, -, con], €ACh drawn according to the joint pgfcy) =

The average error probability of the above random coding
scheme is analyzed in this subsection. To facilitate thererr
probability analysis, define the following events.



Eouvw (1) {co(w), x1 (ulw) , x (v]w) , y{?, y§, y(i)} where(, is defined as a RV with entropy satisfyitj(Cs) =

is jointly e-typical. H(X3|Cp), and Ry < I(Co;Y) is used in the analysis.
. (i—1) (D, (i—1) Therefore, if Ry < I(X3;Y|C2), then P{Ay} < g% for
Er(i): {CO (m | ). (ml [m ) n sufficiently large. Similarly, if Ry < I(Xo;Y|Cy), with
x3 (vjm=Y) ,ygﬂ} is jointly e-typical. H(C1) = H(X1|Cy), P{As} < g5 for n sufficiently large.
Eou(i): {co (U=, x; (ulm=D), 3) P {A4}. The probability can be expressed as
X2 (méi)|m(i—1)) y$ Vs jointly e-typical. g Rign i
B3 (i): {CO (w) 7y(i)} is jointly e-typical. P{A,} < Z ZP {(u,v)eL(i — 1)}P {(u,v)ES,, -1 } .
E4m,(i): (u, ’U) S E(’L — 1) N Sm(i—l). u=2v=2
Without loss of generality, assume that the index dair} ), From Lemma 2, P{(u,v)€ L(i—1)} <

is transmitted during blocks-1 andi, and(1,1) € S;. Based 2-7l(X1,X2:Y[Co)~€l Thys
on the encoding and decoding scheme described earlieredefin (s XY —( Ry R ) —e
the error event; for decoding error at block as P{As} <2 XY = (Fa+ Fa) ]7 (6)
c . . . . WhereRo <I(Co;Y) andI(Co,Xl,Xg;Y)=I(X1,X2;Y)
Fi=Eg11 (1)U U%Elv(l) U uglE%(l) U wL;ile(l) are used in the analysis. Therefore{A,} < g5 with Ry +
Ry < I(X1, X2;Y) andn sufficiently large.
From the analysis above, with the rates inequalities given

U | Ein() ugl By (i) véﬁl Euo(i) #1 Eauo(@) |- i (3), Ve and for sufficiently largen, the conditional error
v#£1 probability for thei-th block satisfiesP{F;|Fy |} < 5.
where E¢ denotes the complement of evefit For B consecutive blocks, the error probability is given by
From Lemmas 1 and 2, it can be shown th&t,and forn B B
sufficiently large, P.<P {Ele}_Z P{F,NF{ N---NF}
€ =1
P{E§,(0)|Ff —
{EGin()IFE, ) < 3B

B B
<> P{FNF,} <Y P{RIF,} <e
P{ glElv(i”Ficl} < 8iB7 if R2<I(X2;Y'1|X1) i=1 i=1
This completes the proof of Theorem 1.

€
P U B (i)|Ffyt < ==, if Ri<I(Xy;Ya|X
{2# 2 ()] 1} 8B 1<I(X; ¥l Xe) IV. THE DEGRADED GAUSSIAN CMAC

p{ U ng(mpicl} < L7 if Ro<I(Cp;Y) An achievable rate region for a degraded Gaussian CMAC
w#l 8B is presented in this section. The signals at a 3-node Gawussia
where I(X,;Y;|Co, X;) = I(X,;Yy|X;) is used for the cooperative multiple access channel can be represented by

second and third inequalities. The analysis is similar @t th
in [7], and details are omitted here for brevity.

Next we evaluate the error probabilities related to the even y = mtrtsz (6b)
of Efw(i). To simplify notatAmn, defined; £ Eiu(i)mik where z;, v, and z, are the transmitted signal, received
Ay = UL;IEALul ()| F,, As = UglE41v(Z)|Fﬁ1: andAs = sjgnal, and noise at source nod&, respectively,y is the

Ys = Ts+ 2s, fors=1,2, (6a)

U Eyuo(i)|FE ;. received signal at destination node, andis the noise at
Zii destination node. The noise componemnts,z., z, are zero-
1) P{A;}). From Lemma 1, we have Mean Gaussian distributed with varianeg, o2, and o2,
P{1,1) ¢ L(i — 1)} < 155, and P{(1,1) & Spyo—n} = respectively. A degraded Gaussian cooperative multiptess

P{E5, (i)} < 1&g, for n sufficiently large. Thus channel is defined as one withf > max{of, o3}.

P <P{(L LG — 1))+ P{(1L1) ¢35 1o € A. Achievable Rate Region
y 1 — y m(i—1 g . . .
! ey 8B Theorem 2:For a degraded Gaussian cooperative multiple

2) P{A;} and P {A3}. P{Ay} can be expressed as access channel, the following rate region is achievable
nR 1 73Ps
on i1 ngrsémin{—log<l+a2 ),
P{A} < Y P{(u,1) € L(i— 1)} P{(u,1) € Span}. 2 o;
u=2 1 P+ olP+2/aras P Py
—log|1+ 5 (7a)
From Lemma 2, foru # 1, P{(u,1) € L(i—1)} < 2 o
2—nlI(X1;Y[Co,.X2)—¢] Based on the random partition 8f;, A1 P+ Py+2/aias P P,
we haveP {(u,1) € S,,-1 } = 27", Thus, Ry + Ry <rmip=5log (1+ 2 ) (7b)

P{Ay} < 27l (Xus¥[C2)=Ri—e] (4) where(s,t) € {(1,2),(2,1)}, P is the transmission power



of nodeN;, @, = 1 — a,, and the union of regions is defined If —; < U%fpfz, then it can be shown thaffy < Fetqelr
over all (a1, az) € [0, 1] It's obvious thatt, < & always holds, and this Ieads to =

Proof: Select a random coding scheme such that thelog (1 4 QP P ) which can be maximized by setting = 0.
information transmitted at source nodg is

If Zs Uoz‘fpfz, thenZs > L9 n this case, the ranges
Xs =VasPsCy+ \asPsCy, u=1,2, (8) of & and & overlap, and the value af; that maximizes,

an be obtained by solving = &, which is a second order
inear equation. The details are omitted here for brevity a
the solution is given in (9).

Eqgn. (10) can be obtained by substituting (9) into (7.
rhe two source nodes will choose their respective stragegie
following (9) until it reaches a steady state. The steadtesta

The rate region given in (7) captures the effects of Coostrategy for such game is the well known Nash equilibrium

E) [10], which is the strategy with the property that no
eration between the source nodes in terms of the cooperat

player can benefit from unilateral deviating from its stggte
coefficients,(a1, a2). Settinga, = 0 corresponds to the case

2
of no cooperation, and (7) degrades to the capacity regugn( oi,03) €[0,1)7is an NE, then it satisfies

of traditional multiple access channel [3, Eqns. (15.14%) ar, (o, af) > r, (as, ), Vas € [0,1], (s,1)€{(1,2),2,1)}.
(15.149)]; settingas = 1 corresponds to the case of full

cooperation, and (7) degrades to the capacity of MISO systenf'fom Corollary 1, the Nash Equilibrium of the game, if
if P = oo [4, Eqn. (1)]. For a general CMAC, the values ofXist, must satisfy the following solution

(al,ag) can be chosen by following different system design (o, o) = £ (al, o) 2 [fi(ad), falal)]. (11)
criteria. For example, the nodes can either compete with

each other to maximize their respective transmission rates Therefore, the NE is a fixed point of the functiéfx), where
collaborate with each other to maximize the total transimiss x = [z1,22]. The existence of NE in this game depends on
rate. We denote the first case as competing mode and the properties of the functiofyx), which are summarized in
second case as collaborative mode. the following two Lemmas.

_ Lemma 3:f(x) is surjective overf0, 1]2.
B. Competing Source Nodes

. i Proof: To simplify notation, definexs = ,/ /””Pf
The competing operation mode can be used to model a .
network with nodes competing for common resoureeg, b = /5> — L, then the value off;(x) can be S|mpI|f|ed to

whereC, and Cy are zero mean unit variance Gaussian R
with Cy being the cooperative component a6 the new
information to be transmitted by nod€;. The variableq, €
[0, 1], is the cooperative coefficient defined as the percentag
of transmission power allocated by nodg for cooperation.
Substituting (8) into (3) and (6) leads to (7).

two wireless terminals connecting to the Internet through tf (z) = (a+b)? if 52 ~ —2P |t can be shown that
S - 2 2 1

same access point. In this case, nddewill choose the value () € [((‘)1 i“]l)é; +elx)pand|ng |tsaznumerator and denominator.

of a, that can maximize its own transmission rate based on t ﬁus the range and domain gf(z) is both [0, 1] -

knowledge of the value ofy; selected by nodév,. This can Lemma 4:f(x) is continuous ovefo, 1]2.
be modeled as a strategic non-cooperative game [9] with the : . .

Proof: It's trivial that f.(x) is continuous wherfs
available strategies for player (nod¥) beingd < as < 1.1In . oy
this paper, we define the payoff function of the game as tl;é— Definez, £ && From (11), we have
transmission rate boundary given in (7). )

In this strategic game, for a given value®f, nodeN; will . P. : p, 02—o2 (p, pt)
choosea such thatr, is maximized, and such operation is of of P o° o B of o°

2 2 +/ =5 2 T 52
summarized in the following Corollary. ILI?D fs(@)= b, o2 ’
Corollary 1: Given o, from nodeN;, nodeN, will maxi- 7t %
mize its own transmission rate boundary, by settinga, = which simplifies to 0, orf,(x¢). Thereforef;(z) is continuous
fs(ay) defined as follows over [0, 1], and it can be shown thd{x) is continuous over
0, if % < ;;tfpgz, [0, 1% [ |
' ! The existence of the NE is stated as follows.
A s atPr  apPy
fs(on)= 1 (\/75 _02_+\/2_0$_ T) if B > P ©) Proposition 1: For a degraded Gaussian cooperative mul-
o ) o o2—0g?" . : .
?tig ¢ ¢ tiple access channel with two competing source nodes, there
The Corresponding rate boundary is exists at least one Nash equmbr.lum. . .
P — folay) Py Proof: The existence of NE is equivalent to the existence
(o) = 1 72 : (10) of fixed point for the functiorf(x). Sincef(x) is surjective
p J
Proof: The results are derlved based on the exprednd continuous oft), 1]?, there must be at least one fixed point
sion in (7a). To simplify notation, defing, 2 @<=, and based on the fixed point theorem [11]. L

The NE can be obtained by iteratively updating the values
N s of oy andas following (9) by the two users. It should be noted
s sTOt Lt Xt . . . . . .

& € [ , 2}1 and¢; € [ SE A 2]- that in most system configurations the maximum transmission

L & Detuhd2yaiash B gince a, € [0,1], we have




rate given in (10) can not be simultaneously achieved by tt 2 —comoaemeadl A — oinboraive tods
two source nodes due to the limit on the total ré&e+ Rs \—‘”“mpeﬁ"g Mode EANY \Cmp—e""gmﬂ
. . . . . . 1.5 15 '
as given in (7b), and details are illustrated with numerica_ | - A 1
examples in Section V. BN z . b
= ' = a
_ ~ @ : 3
C. Collaborative Source Nodes i 05 h ¢ 05
. . i :
The collaborative operation mode can be used to model o ol ¢ e 0 ¢
network with source nodes belonging to the same operat % 05 - ok M 2 % 05 by 1 2
and sharing common interestsg, nodes in a wireless sensor P P P P
5 =5 —6dB, &5 = 5dB. (b) ZF = 23 =20dB, 25 = 5dB.
2

o

network transmit data to a central data collection pointe@i & 3T
certain system configuration, the two source nodes can ccl-

laborate with each other to select the valueg@f, az) such ? — Colaborative Mode 2 — Collboratie Mo
. . . . . . - --Competing Mode - --Competing Mode
that the total transmission rat®; + Rs, iS maximized,.e. s

1

=
2]

(041*, a;): argmax {min [r12,71 + 2]},
(a1,a2)€[0,1]2

wherer andris are defined in (7). The solution of (12) eludes °5 f

a closed-form expression. It can be evaluated numerically a Lo RS a

R, (bps/Hz)
[

R, (bps/Hz)
=

®
o
0

g:

the results are discussed in Section V. O % R bbs) S ?
V. NUMERICAL EXAMPLES (8) 7% = 10dB. (b) T+ = 2008,

Numerical examples are given in this section to demonstrate

the achievable rate region for degraded Gaussian cooperaﬁ'g' .
multiple access channel under various system configusatiofidB, 55 = 5dB.)
First we investigate the case with symmetric cooperative

links, i.e, £ = £ Fig. 2(a) shows the rate regions when o . .
2 1
55 — 6dB. In this figure, the rate regions for network intheory and Nash equilibrium, the impact of node cooperation

; : . ) trategies on the achievable rate regions of degraded f@auss
collaborative mode and competing mode are defined by the . . . .
. ) . , . . cooperative multiple access channel was investigated runde
polygons, ‘a-b-c-0’ and ‘d-e-f-g-o’, respectively. Netwkoin

. . competing mode and collaborative mode. Numerical examples
collaborative mode has a larger total data rate (point b, YShow that, for collaborative mode, if the signal to noise

network in competing mode can achieve a larger unbalancr% ion (SNR) of one cooperative link is significantly higher

individual transmission rate (section ‘d-e’ or 'f-g). Iheuld than the SNR of the other cooperative link, the source node

be noted that in competing mode the maximum data ratc(3‘|<§rresponding to the transmitter of the weaker coopertitike

for the two source nodes cannot be achieved simultaneouwl dearade to a pure relav node. The asvmmetry between the
The difference in total transmission rate between the two 9 p y ’ y y

modes can be reduced by increasﬁiggas shown in Fig. 2(b), r:,(\;?w%?(lz?re]r?g\r/nepggﬁz rr:]a:;sd(lelttle impact on the rate region of
t .

Where% = 20dB and competing mode can achieve a total
Lt . . .

transmission rate similar to collaborative mode.

The case with asymmetric cooperative Iink% #+ %, [1] R. Ahlswede, “Multi-way communication channels,” Iroc. 2nd Int.
. B A . . . . 2 . 1
is investigated in Fig. 3. The results in Fig. 3 indicate thag Symp. Inform. Theonpp. 23 - 52, 1973. o

. AL Py . . ] H. Liao, “A coding theorem for multiple access commurticas,” Int.

the difference betweert: and —3 has little impact on the "~ symp. Inform. Theory, Asilomat972.

rate region of network20peratihg in competing mode. QO] T. Cover and J. ThomasElements of information thegryWiley-
. . . Interscience, 2nd Ed., 2006.
the other hand, the rate region for network in collaboratl\{% T. Cover, R. J. McEliece, and E. C. Posner, *Asynchronausiiple-

mode changes dramatically with the increase of the difleen ~ access channel capacityEEE Trans. Inf. Theoryvol. IT-27, pp. 409 -

between the two cooperative links. Whda = 20dB, the 413, July 1981.
7 [5] G. J. Foschini and M. J. Gans, “On limits of wireless conmications in

. . 2 ..
rate region under collaborative mode collapses toa SIm@E I a fading environment when using multiple antennasireless Personal

‘a-b’, which corresponds td?, = 0. Thus source nodéV, Communicationsvol. 6, pp. 311 C335, 1998.

stops transmission of its own information and degrades td i- CI ;anbdgf Mle%len, “Tlgfoee-iesfzmgggfommunlcat'on roels,” Adv.
. . . ppl. Probab, vol. 3, pp. - , .

pure relay node. In this case, the cooperative multlplesaz:c%] T. Cover, and A. A. Elgamal, “Capacity theorems for théayechannel”

3. Rate regions for networks with asymmetric coopegalinks (5—% =
1
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