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Abstract—A modified FSD algorithm is proposed for under-
determined (UD) multiple-input multiple-output (MIMO) sys-
tems with N transmit antennas and M/ < N receive antennas.
This paper focuses on the low-complexity detection of coded UD-
MIMO systems with iterative turbo detection, where a soft-input
soft-output (SISO) MIMO detector exchanges soft information
with a SISO decoder. In the first iteration, a modified fixed com-
plexity sphere decoding (FSD) method is developed by utilizing
the structure of a UD-MIMO system. The modified FSD employs
a new detection ordering scheme that has a lower complexity
but a better performance compared to the conventional ordering
scheme. From the second iteration and beyond, the MIMO
detector is implemented with a generalized serial interference
cancelation (GSIC) scheme and a block decision feedback e-
qualizer (BDFE) to further reduce the complexity. Simulation
results show that the newly proposed FSD-GSIC-BDFE structure
can achieve significant performance gains over existing schemes,
especially for systems with high level modulations.

I. INTRODUCTION

An under-determined (UD) linear system has more unknown
variables than the number of equations or observations. It can
be used to model a wide variety of wireless communication
systems, e.g., a spatial multiplexing multiple-input multiple-
output (MIMO) system with N transmit anteannas and M <
N receive antennas, and the uplink of a infrastructure based
wireless network where a N wireless nodes transmit to a base
station with M < N antennas, etc. This paper focuses on the
low-complexity detection of coded UD-MIMO systems, and
the results can be easily extended to other UD communication
systems or networks.

The optimum solution of the UD-MIMO system can be
obtained through exhaustive search of the set Q~, where Q is
the modulation level. However, the complexity of the optimum
detection grows exponentially with () and N. A large number
of low complexity detection methods have been proposed for
symmetric (N = M) or over-determined (N < M) MIMO
systems, such as the optimum sphere decoding (SD) [1] with
maximum likelihood (ML) detection, the sub-optimum fixed-
complexity sphere decoding (FSD) [2] and [3], and the vertical
Bell laboratories layered space-time (V-BLAST) [4]. All of
the above schemes cannot be directly applied to a UD-MIMO
system because they would require the inverse of a rank
deficient matrix in the UD-MIMO system.

Several sub-optimum methods have been proposed to solve
the UD-MIMO system with affordable complexity. A gen-
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eralized parallel interference cancelation (GPIC) is proposed
in [6], where exhaustive search is performed over the extra
N — M signal dimensions. The exhaustive search generates
QN M parallel symmetric sub-systems, and V-BLAST is used
in each sub-system. A generalized sphere decoding (GSD)
scheme is proposed in [7] by combining GPIC with SD in
the parallel sub-systems. In [8], the metric calculation of
sphere decoding is modified to avoid the inversion of a rank
deficient matrix, but the method works only for constant-
modulo constellation.

Recently, turbo detection is investigated in [9] for coded
UD-MIMO system, where the soft-input soft-output (SISO)
MIMO detector iteratively exchanges soft information with
a SISO decoder. The SISO-MIMO detector is implemented
by utilizing GPIC with block decision feedback equalization
(BDFE) in the first iteration and a new generalized serial
interference cancelation (GSIC) with BDFE in all the other
iterations. The system works well for low level modulations,
and its performance deteriorates rapidly as the modulation
level increases.

In this paper, we propose an efficient MIMO detector
for coded UD-MIMO systems with high level modulations.
A modified SISO FSD algorithm is developed by tailoring
towards the structure of UD-MIMO systems. The modified
FSD algorithm divides the transmit antennas into two groups,
such that the group with signals of lower signal-to-noise ratio
(SNR) will undergo an exhaustive tree search and the group
with the stronger signals will go through a low complexity
constrained tree search. Therefore, channel ordering is much
simplified in comparison to the conventional FSD scheme [2].
The modified FSD algorithm is used in the first iteration of
the turbo detection, and the GSIC-BDFE is used in subsequent
iterations to futher reduce the complexity. The GSIC-BDFE
orders the symbols based on a reliability estimation, which is
calculated from the a priori input and is dynamically updated
as the iterations progress. For low level modulation systems
as studied in [9], symbols with higher reliability are detected
firstly by treating those with lower reliability as interference.
We propose to reverse this order for high level modulation
systems, such that symbols with lower reliability will be
used in interference cancelation firstly to reduce the residual
interference. Simulation results show that the newly proposed
FSD-GSIC-BDFE scheme outperforms existing schemes by 2
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dB in flat-fading UD-MIMO channel.

II. SYSTEM MODEL

Fig. 1 shows the block diagram of a UD-MIMO system
with N transmit antennas and M < N receive antennas.
Independent N bit streams, {a,, })_,, are encoded by convo-
lutional encoders to generate the coded bit streams, {b,, }2_;,
which are then interleaved by pseudo-random interleavers
to get the interleaved bit streams, c,, = II(b,), for n =
1,--+, N, where II(-) is the interleaving operator. Every K
bits in a coded bit stream are grouped and mapped to a
modulation symbol following a modulation constellation set
Q = {Xq}(?zl with cardinality Q = 2¥. The modulated
symbols, x = [x1,--- ,xn]T € SV*1, are transmitted on N
transmit antennas.

The signals sampled at the M receive antennas can be
represented as

y=Hx+v (D)

where y = [y1,--- ,ym]T € CM*L and v = [vy, -+ ,op]T €
CMx1 represent the received signal and the additive white
gaussian noise (AWGN), respectively, with [-]7 denoting the
matrix transpose operation. The matrix H € CM*¥ is the
flat-fading MIMO channel matrix, with the (m, n)-th element,
hum,n, being the channel coefficient between the n-th transmit
antenna and the m-th receive antenna.

Turbo detection is employed at the receiver, which consists
of a SISO-MIMO detector and N SISO convolutional decoder-
s, separated by deinterleavers and interleavers as shown in Fig.
1. The optimum maximum a posteriori (MAP) algorithm is
employed by the convolutional decoders. The decoder and the
equalizer exchange soft extrinsic information iteratively to im-
prove the performance. The SISO-MIMO detector calculates
the a posteriori log-likelihood ratio (LLR) of ¢, ;, the k-th
bit from the n-th transmit antenna, as,

P(Cn,k = O‘y)
P(Cn,k = 1‘y)

which is used to generate the extrinsic LLR as L%f =
Lgi(enk) = Lpi(enkly) — L%’k). The extrinsic LLR,
Lgll’k), at the output of the SISO-MIMO detector is then de-
interleaved as Lig’k) = H_l(Lgl’k)), which is used as the a
priori input to the MAP decoder. The extrinsic information
at the output of the MAP decoder, L(Enz’k), is interleaved into
L%’k) = H(Lg;k)), which is used as the a priori input to the
SISO-MIMO detector at the next iteration. In the first iteration,
L 41(cn,) = 0 because there is no a priori information. It is
assumed that the receiver knows the channel matrix H exactly.

III. A NEw FSD-BASED SISO-MIMO DETECTOR

In this section, a new FSD-based SISO-MIMO detector is
proposed for UD-MIMO systems. FSD is a simplified version
of the SD algorithm [1]. The conventional FSD is designed
for symmetric or over-determined MIMO systems [2]. We will
develop a modified FSD algorithm based on the structures of
UD-MIMO systems.
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Fig. 1. Turbo-MIMO transceiver block diagram.

A. The Modified FSD Algorithm for UD-MIMO Systems

Similar to the conventional SD and FSD algorithms, the
modified FSD algorithm performs detection by searching a
subset of a tree structure. The tree has NV layers, and each
layer represents a transmit antenna. Denote the root layer as
layer N, and the leaf layer as layer 1. Each node on the tree
has ) branches leading to ) child nodes, with each branch
representing a possible symbol from the constellation set Q.
A path from a leaf node on layer 1 leading up to the root node
represents a possible transmitted vector x € QV*1. The full
tree structure has Q* leaf nodes, therefore there are Q¥ paths
from the leaf nodes to the root node. The ML detection will
exhaustively search all the QV paths on the tree. The SD-based
algorithms, on the other hand, will search a small subset of the
paths in the tree structure around the received signal vector.
Details of the modified FSD tailored for UD-MIMO systems
are given as follows.

The modified FSD consists of three steps: channel ordering,
tree search, and LLR calculation. In channel ordering for the
conventional FSD designed for over-determined or symmetric
MIMO systems, the columns of the channel matrix H are
permutated based on a certain order as H, = [h,,, -+ , ;]
such that transmit antenna pj, corresponds to the k-th layer.
However, for UD-MIMO systems, the channel matrix H is
rank-deficient thus the channel ordering scheme is no longer
applicable to UD-MIMO systems. A new channel ordering
scheme is proposed in this paper and detailed information will
be presented in the next subsection.

In tree search, the permuted channel matrix H,, is used to
generate the zero-forcing estimate of the symbol vector as

x=Hly = [&1, 8, ,2n]". 3)

where H}L, = (Hf Hp).’le i.s. the pseudo-inverse of H,,
with [-]¥ denoting matrix Hermitian.
The zero-forcing estimate X is used as a starting point of the
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tree search, which attempts to compute the following metric

Zu |zi — 2l )

where x = [z1,--- ,7x]T is one of the @V possible paths
from the root to a leaf, with x; being the symbol on the i-th
layer, and

= [Ux-%)|* =

]T

The matrix U = {u;;} € C¥*¥ is an upper-triangular
matrix calculated through the Cholesky decomposition of a
diagonal-loaded Gram matrix G = Hf H, + fIx as follows

G =HH, + pIy = U"U, (6)

where ( is a small positive number, and Iy is a size-IV
identity matrix. The original Gram matrix, G = Hf H,, is
rank-deficient in a UD-MIMO system. Therefore, G is not
positive definite and the Cholesky decomposition does not
exist. Adding a small positive number 3 to the diagonal of
G generates a positive definite approximation of G, and this
makes the Cholesky decomposition in (6) possible. The effect
of 3 can be considered as adding some noise to the system,
and the performance loss due to the extra noise is negligible
if 3 is small enough, e.g., 3 = 1076.

Instead of exhaustively calculating the metrics for all the
Q" paths, the FSD only calculates the metrics of a subset of
pathes by searching over the tree layer-by-layer. The search
starts from the N-th layer at the root of the tree, and it follows
a breadth-first approach, i.e., all the metrics at the same layer
are calculated and compared before moving on to the next
layer. A large number of branches are pruned during the search
and only a subset of branches or pathes survive before moving
on to the next layer.

Consider a parent node at the i-th layer and on the k-th
survival path, the distance metric of the branch from this parent
node to one if its () child nodes is

dir(Xq) = u§i|Xq - Zik|27Xq €S )

where z;, = &; — Z;V i1 wr (2 — 25), with 2, being the
symbol at the j-th layer and on the k-th survival path. The
ML detection will keep all the () paths originating from the
same parent node, and use them as the parent nodes for the
next layer. The FSD, on the other hand, orders {d; (Xq)}?zl
in an ascending order and only keep the first n; < () paths as
the survival paths. Therefore, the number of survival paths of
FSD at the i-th layer is (n; X n;q1 -+ X ny).

The vector ng = [ny,- -+ ,ny]|’ is called node distribution.
After searching the entire tree, the total number of survival
paths is K = Hf\; n;, and the accumulated metric for the
k-th path is computed as A, = Zf\il dix(xik), where x;p
denotes the survival symbol of the k-th path at the i-th layer.
Among the K survival paths, only v paths with the smallest
metrics Ay are selected as the final survival paths for LLR

calculation. The choice of the node distribution and the number
of final survival paths v affect the performance and complexity
tradeoff of the FSD algorithm. If ny = ---ny = @ and v =
Q" then the FSD degrades to the regular ML detection. The
node distribution and the number of final survival paths can
be chosen such that K << QY and v < K to significantly
reduce the complexity of metric A, and LLR calculation, yet
still maintain a performance that is very close to that of the
optimum ML detection.

In a UD-MIMO system, the values of w;;, for ¢ = M +
1,---, N, are usually very small due to the rank deficient
structure of G. As a result, the SNR on layers M + 1 to N
are very low. Due to the low SNR, it is very likely that the
global optimum path might have unfavorable local metrics at
these layers, and is discarded if one or more of these layers use
a small n;. This will degrade the overall system performance
even if all the subsequent layers use larger n;. To address this
problem, we propose to preserve the full structure of the tree
from layers M +1to N, ie,n,=Q fori=M+1,--- /N.
This corresponds to exhaustive tree search at layers M + 1
to N to ensure that the optimum path is preserved in these
layers. The complexity reduction is achieved at layers 1 to
M, where {n;}*, can choose values less than @ to reduce
the complexity.

Therefore, we divide the tree structure of a UD-MIMO
system into two parts. The top part, from layers M + 1
to N (root), utilizes an exhaustive tree search. The bottom
part, from layers 1 (leaf) to M, employs a constrained tree
search by choosing n; < @ at these layers. It will be shown
by simulations that such a two-part tree search algorithm
can achieve a performance that is very close to its optimum
counterpart, but with a much lower complexity.

At the end of the tree search, the accumulated metrics of
the K survival paths, {A;}X |, are ordered from low to
high as A,, < ---A,,, where [01,---,0%] is a permuta-
tion of [1,---, K]. Define a set that contains the survival
paths with the smallest metrics as P = {p,, };_,, where
Poi. = [T1ops "+ ,TNo,|L is the symbol vector of the ox-th
path. The set P is the output of the tree search algorithm.

Once the set P is obtained, the LLR at the output of the
modified FSD is calculated as follows

Hy Hx||?
xePy o EXP(=
LEl( ) :lnz GPkO Hy 4‘12)(”2) (8)
erpm exp(— o2/2 )

where Lg1(cp k|y) is the soft extrinsic information of the k-
th bit transmitted by the n-th transmit antenna, and the sets
Pr,p is a subset of P, such that it contains all the vectors with
cn,k = b, for b = 0, 1. The complexity of (8) can be reduced
significantly with the max-log-map approximation [11].

B. A New Channel Ordering Scheme for the Modified FSD

In this subsection, we proposed a new channel ordering
scheme designed specifically for the modified FSD in a UD-
MIMO system. Compared to the conventional ordering scheme
proposed in [3], the new scheme has a lower complexity but
a better performance.
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In the modified FSD algorithm for a UD-MIMO system, the
layers are divided into two groups, where exhaustive search
is performed in the first group that contains layers M + 1 to
N, and low complexity constrained search is performed in the
second group that contains layers 1 to M. The motivation
behind such a partition is that layers M + 1 to N have
relatively low SNRs. Therefore, one important objective of the
channel ordering is the partition of the layers based on their
respective reliability, such that layers M + 1 to N have the
lowest reliability. In the first iteration, a priori information
is not available, so the ordering is based on the channel
condition. Since the Cholesky decomposition of the diagonal-
loaded Gram matrix is used during the tree search, we propose
to measure the channel reliability by using the norms of the
columns of the Gram matrix G = H7H.

The new channel ordering is as follows:

1) Calculate the gram matrix as G = H7H.

2) Calculate the norms of the columns of G: |g;|,i =

1,---, N, where g; is the i-th column of G.

3) Sort the norms {||g;||}; in a descending order, such

that g,, > --- > gpy-

4) Obtain the ordered

[hpw e ’hpN]'

It is noted that the relative orders among layers M + 1 to
N have no effect on the performance because exhaustive tree
search is performed on each of these N — M layers.

C. Second Iteration and Beyond: GSIC-BDFE

The proposed modified FSD is used in the first itera-
tion. From the second iteration and beyond, the GSIC-BDFE
scheme [9] is employed to further reduce the complexity.

The columns of the channel matrix H is first permutated
based on the symbol reliability measured from the a priori
input, then the permuted channel matrix H,, is partitioned
into D = [&] symmetric or over-determined sub-systems

as follows:

channel matrix H, =

D
y = Z Hyxg+ v )
d=1
where Hy = [hy,, -+ ,hg,,] € CM*M if 1 <d < D -1,
and Hp = [th, s ’hDM] S CMXM,, with dy, = P(d—1)M+k
and M'=N— (D —-1)M.

The D sub-systems are equalized serially with sub-system
D being equalized first and sub-system 1 equalized last. The
SISO BDEFE of sub-system d is performed over the following
equivalent system

d—1 D
y(d) =Yy - ZHjij — Z ijj (10)
J=1 j=d+1

where {X; };l;ll is the a priori mean calculated from the a
priori information from the previous iteration, and {X; }f: a4l
is the a posteriori soft decisions of the sub-systems that have
been processed in the current iteration.

Since the GSIC-BDFE is employed after the first iteration,
the symbol reliability is measured by using an a priori

reliability metric a,, = 0% where Ugn is the a priori variance

of the symbol x,, at the GSIC-BDFE input. A larger «,, means
a higher reliability. In [9], the columns of the channel matrix
are ordered in an ascending order based on the reliability
factor a,,. This ordering scheme is proposed for low level
modulations such as binary phase shift keying (BPSK), but it
does not work well for high level modulations.

We propose to reverse the detection order in GSIC-BDFE
with high level modulations, i.e., order the reliability measure
from high to low, such that the sub-system containing the
columns with the lowest reliability measures are detected first.
The a priori information generated from the previous iteration
contributes to the detection in the d-th sub-system from two
aspects: 1) the a priori information of symbols in the d-th sub-
system is used to formulate the BDFE filters; 2) the a priori
information of symbols in sub-systems 1 to (d — 1) is used
for soft interference cancelation as shown in (10). For high
level modulations, intuitively the reliability of SIC is more
critical because a less reliable serial interference cancelation
(SIC) will lead to large residual interferences due to a larger
constellation size. Ordering the reliability measure from high
to low means the soft decisions in sub-systems 1 to d — 1 have
higher reliability than those in sub-system d. Such an ordering
scheme will maximize the reliability of SIC, thus improve the
reliability of the d-th sub-system’s a posteriori soft decisions,
which are also used for the SIC for sub-systems 1 to d—1. The
above discussions are verified through the simulation results.

IV. COMPLEXITY ANALYSIS

In this section, the complexity of the proposed FSD-GSIC-
BDFE scheme is compared to that of the conventional GPIC-
GSIC-BDFE in [9]. The analysis is based on the number
of complex multiplications. Since both schemes use similar
operations after the first iteration, the complexity comparison
in the first iteration is studied.

The computational complexity of the proposed scheme
is mainly contributed by two sources, the channel ordering
and the tree search. The LLR calcuation has a much lower
complexity because the number of survival paths at the end of
the tree search is usually small, and it can employ the max-
log-map simplification to further reduce the complexity.

The conventional channel ordering scheme proposed in [3]
requires the inversion of N size N X N matrices. This results in
a complexity in the order of O(N*). The new ordering scheme
proposed in this paper requires the multiplication between
a N x M matrix and a M x N matrix, and N complex
multiplications for the norm calculation. The total number of
complex multiplications due to ordering is thus M N? + N2.

Before the tree search, we calculate the zero-forcing esti-
mate as in (4), and perform the Cholesky decomposition to get
U as in (6). These two operations require (%N 3 L 2MN? +
2N? + M N) complex multiplications.

The tree search calculates the metrics of survival paths as in
(7) along a constrained tree structure. The number of complex
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multiplications incurred by this operation is

N N N
Z(Hnm—F(N—l) H N

=1 m=l m=[+1

(1)

where the term Hsz:l N, corresponds to the calculation in
(7), and the term (N — 1) HTJZ:Z 41 ™m corresponds to the
calculation of z;;. The number of multiplications in (11) is
a little different from the calculation in [2] because we only
consider the number of complex multiplications instead of real
multiplications.

The complexity of the conventional GPIC-BDFE scheme
are contributed by three parts: the permutation of channel
matrix H, the formulation of the BDFE filters [9, eqn. (6)],
and the BDFE filtering operation [9, eqn. (7)]). The ordering
and permutations of the column of H rely on the calculation
of the norms of the rows of the pseudo-inverse of H, and
the total number of complex multiplications incurred by these
operations is N® + MN? + 2N? + MN. The formulation
of the BDFE filters require a Cholesky decomposition of a
M x M matrix, and several matrix multiplications. It incurs
%M 3 + 5M? complex multiplications. The BDFE filtering in
one sub-system requires M? complex multiplications, and the
filtering process needs to be performed for J = Q=M sub-
systems.

The complexity of the proposed algorithm is higher than that
of the conventional GPIC-BDFE. For example, when M =
2, N = 6 for QPSK modulation, and ns = [1 2 4 4 4 4] is used
as node distribution, the number of complex multiplications for
the proposed scheme is 6954 while the number of complex
mulitplications for the GPIC-BDFE scheme is 1848. It will
be demonstrated by simulation that the proposed scheme can
achieve significant performance gains over the original GPIC-
BDFE at the cost of complexity.

V. SIMULATION RESULTS

Simulations are performed to verify the performance of the
newly proposed FSD-GSIC-BDFE scheme in a UD-MIMO
system with N = 6 transmit antennas and M = 2 receive
antennas. The information bits are encoded with a rate 1/2
systematic convolutional code with the generator polynomial
G = [7,5]s. The block length is 1024. The flat-Rayleigh-
fading MIMO channel model is employed.

The bit-error rate (BER) results for quadrature-phase shift
keying (QPSK) and eight-phase shift keying (§PSK) are shown
in Figs. 2 and 3, respectively. The node distributions for the
QPSK and 8PSK modulated systems are [1 3 4 4 4 4] and
[14 8 8 8 8], respectively. The number of survival paths after
the tree search is v = 16 for both configurations.

The proposed FSD-GPIC-BDFE scheme achieves signifi-
cant performance gains over the conventional GPIC-GSIC-
BDFE scheme, for both QPSK and 8PSK systems. If we
consider the results from the 5-th iteration, the proposed
scheme outperforms the GPIC-GSIC-BDFE by 2.2 dB at the
BER = 103 for the QPSK system, and by 4.0 dB at the
BER = 10~3 for the 8PSK system. In addition, the results

—+— conventional scheme: 1st iter
—&— conventional scheme: 2nd iter
—&— conventional scheme: 5th iter
= + — FSD with conventional ordering: 1st iter
1()’5 L .| = € — FSD with conventional ordering: 2nd iter
— B = FSD with conventional ordering: 5th iter
—+— FSD with new ordering: 1st iter
—— FSD with new ordering: 2nd iter
—#&— FSD with new ordering: 5th iter

T T T

I
8 9 10 11 12 13 14 15 16

E,/N,(dB)
Fig. 2. Simulation results of QPSK encoded system with N = 6 and M = 2.

BER

—+— conventional scheme: 1st iter
—0— conventional scheme: 2nd iter
—#&— conventional scheme: 5th iter
= + = FSD with conventional ordering: 1st iter
10"‘ L| = & — FSD with conventional ordering: 2nd iter|

— B - FSD with conventional ordering: 5th iter
—+— FSD with new ordering: 1st iter
—&— FSD with new ordering: 2nd iter

—#&— FSD with new ordering: 5th iter
-5 T T T I I I

16 17 18 19 20 21 22 23
Ey/N,(dB)

Fig. 3. Simulation results of 8PSK encoded system with N = 6 and M = 2.

of the FSD-GSIC-BDFE scheme employing the conventional
ordering scheme in [3] are also shown in the figures. The new
ordering scheme consistently outperforms the conventional
ordering scheme in all system configurations. For the QPSK
system, the performance gain of the new ordering system
is about 0.1 dB; the performance gain increases to about
0.2 dB for the 8PSK system. It should be noted that the
newly proposed ordering scheme has a much lower complexity
compared to the original ordering scheme. It can be concluded
from these results that the proposed FSD-GSIC-BDFE scheme
can achieve higher performance gains for systems with high
level modulations.
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VI. CONCLUSIONS

A new FSD-based method was proposed for the turbo
detection of coded UD-MIMO systems. The modified FSD
was used in the first iteration, and a GSIC-BDFE method
was adopted in the subsequent iterations. The modified FSD
partitioned the NN layers of a tree structure into two groups,
and exhaustive search was used for the first group of N — M
layers, and low complexity constrained search was used for the
second group of M layers. The layer partition and ordering
are performed with a new ordering scheme that has less
complexity but better performance than the ordering scheme
in the conventional FSD. Complexity analysis and simulation
results demonstrated that the proposed scheme achieves sig-
nificant performance gains over existing schemes, at the cost
of increase in complexity. The performance improvement is
more pronounced for systems with higher modulation levels.
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