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Abstract—The optimum sensor node density for one- and two-
dimensional (1-D and 2-D) wireless sensor networks (WSNs)
with spatial source correlation is studied in this paper. The
WSN attempts to reconstruct a spatially correlated signal field
by collecting the location-dependent measurements from the
distributed sensor nodes. The WSN is designed to minimize the
mean square error (MSE) distortion between the original and
the reconstructed signals under the constraint of a fixed power
per unit area. The impacts of node density and spatial data
correlation on the network performance are investigated for both
small networks with finite number of nodes, and large networks
with infinite area, infinite number of nodes, but finite node
density through asymptotic analysis. The interactions among the
various network parameters and their impacts on the system
performance are quantitatively identified with exact analytical
expressions, many of which are in closed-forms. The results
provide guidelines on the design of practical WSNs.

Index Terms—Node density, distortion-tolerant communica-
tion, wireless sensor network, asymptotic analysis, MMSE.

I. INTRODUCTION

WIRELESS sensor network (WSN) provides au-
tonomous monitoring of physical or environmental con-
ditions by using a group of spatially distributed sensor nodes
transmitting measured data to a fusion center (FC) [1]. One
of the primary challenges faced by the design of a large WSN
is to determine the node density, i.e., the number of nodes
in a unit area, to optimize the network performance under
the energy and/or cost constraints [1]-[12]. Given a fixed
transmission power per unit area, a higher node density means
less power available to each node, which degrades the network
performance due to the reduced signal-to-noise ratio (SNR)
for the signal transmitted by each node. On the other hand,
a higher node density can obtain more data samples per unit
area, which can benefit the system performance. Such a trade-
off relationship necessitates the study of the optimum node
density in practical WSNs.

There have been considerable works in the literature investi-
gating the impacts of node density on the network performance
for both one-dimensional (1-D) and two-dimensional (2-D)
networks [1]-[15]. The seminal work by Gupta and Kumar
[13] discovers that the per node throughput in an ad hoc

network scales with O , with N being the number
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of nodes per unit area, i.e., the node density. The result in [13]
does not consider the spatial data correlation. Data collected
in the real world often contain redundancies due to the spatial
correlation inherent in the monitored object(s). In [14], a
Wiener process is used to model the spatial correlation of
an 1-D field. It is demonstrated that, due to the spatial data
correlation, distortion-free communication can be achieved
even if the per node throughput tends to 0 as N —oco. The
above study is for peer-to-peer networks, where there are
equal numbers of sources and destinations. For many-to-one
networks such as a WSN, it is demonstrated in [15] that
no compression scheme is sufficient to achieve distortion-free
communications.

The analysis in most of the previous works is performed
by using the design metric of network capacity, which is the
maximum throughput supported by a network with error-free
communications. In reality, a small amount of errors might be
acceptable for real world applications such as target detection
[2], [3], [7], target localization [4], information coverage
[5], [6], and information recovery [8]-[12], etc. In [7], the
optimum network density of an 1-D network is studied by
minimizing the detection error probability. In [8], an arbitrary
point on a continuous measurement field is estimated by
interpolating the samples collected by the spatially discrete
sensors. The studies in [8] only consider the distortion from
the spatial interpolation, and the distortions introduced by the
noisy channel are not incorporated in the analysis. A distortion
lower bound is derived in [10] for a network with a finite
number of correlated sources as a function of the number of
sensors and spatial-temporal communication bandwidth. The
analysis in [10] is only applicable to a measurement field with
finite degree-of-freedom.

In [11], the asymptotic optimum sensor density that can
maximize the information collected from a 2-D correlated
random field is obtained under a total energy constraint as the
number of nodes and the measurement field tend to infinity.
A total energy constraint in a large network often leads to
negligible energy per node or per unit area, yet in reality
the energy budget per unit area is non-trivial. A constraint
on a fixed power per unit area, or equivalently, fixed energy
per sample per unit area, is adopted in our previous work
[12] to obtain the asymptotically optimum node density as the
number of nodes and the size of the measurement field tend to
infinity. The power or energy per sample constraint will limit
the instantaneous power of a sensor node, and it can be easily
translated to the energy constraint of a node under a fixed
sampling rate. The results in [12] are only applicable to 1-D
networks, and the analysis is based on an approximation of the
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minimum mean square error (MMSE) spatial interpolation.

In this paper, we investigate the optimum node density
in the 1-D and 2-D distortion-tolerant networks under the
constraint of a fixed power per unit area. The WSN attempts
to reconstruct a spatially correlated signal field by collecting
measurements from distributed sensor nodes. There is no
assumption on the statistical properties of the field, other
than that it forms a continuous random process that is wide
sense stationary (WSS) in the space domain. In recognition
of the distortion-tolerance of many practical applications, the
optimization is performed with respect to the mean square
error (MSE) distortion between the original and the recovered
signals. Each sensor node collects spatially correlated samples
of the measurement field, and forwards the information to a
data FC through a noisy link. The FC reconstructs an estimate
of the signal field by exploiting the spatial data correlation
with an optimum MMSE receiver. Under the constraint of a
fixed transmission power per unit area, the impacts of node
density and spatial data correlation on MSE are investigated
for both small networks with finite number of nodes and
large networks with infinite area but finite node density. Exact
analytical expressions are obtained to describe the interactions
and tradeoff relationship between the SNR per node, which
is inversely proportional to the node density, and spatial
sample correlation, which increases with the node density,
for both 1-D and 2-D networks. It is observed that the 1-D
and 2-D networks have similar performance trends and their
performance difference diminishes as the spatial correlation
increases.

The remainder of this paper is organized as follows. Section
IT introduces the system model and a two-step MMSE esti-
mation method. Sections III and IV study the impacts of the
node density on the performance of 1-D and 2-D networks,
respectively. In these two sections, the optimum node densities
in various networks are identified, and numerical examples are
presented to demonstrate the interactions among the various
system parameters. Section V concludes the paper.

II. PROBLEM FORMULATION

A. System Model

Consider a WSN with N sensor nodes evenly distributed
over a measurement field ,, as shown in Fig. 1(a) for
an 1-D network, and Fig. 1(b) for a 2-D network. The
smallest distance between two adjacent sensors is d. The n-
th node is placed at a location with coordinate n,, € €y, for
n=1,2, ... N. The uniform node distribution shown in Fig.
1(a) is adopted here for mathematical tractability, and similar
configurations have been widely used in the literature [7]-[9],
[11], [12], and [14]. Define the node density, J, as the number
of nodes in a unit area.

Each sensor will measure a location dependent physical
quantity, z(m,,), such as vibration intensity of a bridge, and
humidity, etc. Data collected from two sensors close to each
other are often strongly correlated due to the spatial redun-
dancy of the measured object. In this paper, the correlation
between two data samples are modeled as follows

E [z(np)z(ng)] = plme =l 40
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Fig. 1. The 1D and 2D networks with evenly distributed nodes.

where p € [0,1] is the spatial correlation coefficient, E(-)
represents mathematical expectation, and ||al| = vVaaT is the
Ly-norm of the column vector a with (-)7 representing matrix
transpose.

It is assumed that sensors deliver the measured data to
the FC through an orthogonal media access control (MAC)
scheme such that collision-free communication is achieved at
the FC. The signal observed by the FC from the n-th sensor
node is

Yn = \/P_n[r('r]n) + Zny (2)

where P, is the average transmission power, or average energy
per sample, of the n-th node, and z,, is the additive white
Gaussian noise (AWGN) with variance o2. It is assumed that
the total power per unit area is fixed at F to ensure a fair
comparison among networks with different node densities and
different sizes. Given a network with node density J, the power

per node is then P, = %.

B. Optimum MMSE Detection

The FC will obtain an estimate of the spatially continuous
quantity, z(n), Vn € ,, over the entire measurement field,
by extracting information transmitted from the N sensors, y =

[y1,- ,yn]T € RN*1, where R is the set of real numbers.
The MSE at any location 7 is
o3 =E[i(n) —z(m)]’,n €y 3)

where 2(n) is an estimate of x(n) at the FC.
The optimum linear receiver that minimizes 0727 is the
MMSE receiver described as follows [18]

#(m) = VPurl (PuRys + 02Iy) 'y, )
where ry, = E [T(?’])XS] — [p”TI—TIIH’ L. 7p||77—77N||]T eRNXl
with x5 = [z(n1),- - ,a:(nN)]T, R..,=E [szﬂ e RVxN

with the (p, ¢)-th element being pll7» =74l as defined in (1),
and I is a size-V identity matrix.

With the optimum MMSE receiver given in (4), the MSE
o, can be calculated as [18]

5 —1
oy =1-r} (RSS + %IN> Iy, 5)
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where v9 = % is the SNR per unit area. The MSE 0127 given

in (5) is a function of the location 7, the SNR ~p, the spatial
correlation coefficient p, and the node density 6.

Given a fixed transmission power per unit area, the node
density, 4, plays a critical role on the MSE 0727. A smaller node
density means more transmission power per node, thus a better
SNR per sample. On the other hand, a smaller node density
means less samples per unit area, or a smaller correlation
among the samples, and this will degrade the estimation
accuracy.

In order to distinguish the opposite impacts of the node den-
sity on the SNR per sample and the spatial sample correlation,
we decompose the MMSE receiver described in (4) into two
steps as follows.

Definition 1: Two-Step MMSE:

1) The FC first obtains an estimate of the data at the sensor
locations: x5 = [x(m1), -, z(nn)]T € RV*!, with a linear
MMSE receiver as

%, = Wy, )

where %X, = [Z(m1),- -+ ,2(nn)]T is an estimate of x,. The
MMSE matrix W, € RY*Y is designed to minimize the
MSE per node 02 y = +E [[|%s — x,1?].

2) The FC obtains an estimate of the data at an arbitrary
location, &(n), ¥n € Qy, by interpolating X, with the MMSE
criterion,

i(n) = whx,, (7)

where the vector, wy; € R™V*1, is designed to minimize the
MSE 02 = E [&(n) — x(n)]*.

Lemma 1: The two-step MMSE receiver described in Def-
inition 1 is equivalent to the optimum MMSE given in (4).

Proof: The proof is in Appendix A. [ ]

Decomposing the optimum MMSE of (4) into the two-
step MMSE allows us to study the two opposite effects of
the node density on the MSE separately. In the next two
sections, we will investigate, respectively, the impacts of the
node density on the 1-D and 2-D networks by following the
two-step MMSE.

III. OPTIMUM NODE DENSITY IN 1-D NETWORKS

In this section, we study the optimum node density in an 1-
D network, where the N sensor nodes are evenly distributed
over a length-L linear section as shown in Fig. 1(a). In a
linear network, the n-th node is placed at a location with
the coordinate 1,, = 7, = (n — 1)d. Following the two-
step MMSE given in Definition 1, we will study in the
next two subsections the impacts of the node density on
the performance of the two steps: MMSE estimation of the
data at the sensor locations, and MMSE interpolation for the
estimation of the data at arbitrary locations.

A. MMSE Estimation at Sensor Locations

From (6), the optimum W, that minimizes o2 \ can be

found through the orthogonal principal, E [(%s — x,)y” | = 0.
The result is

W7 = /PRy, (PaRos +071y) @®)
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The error correlation matrix, Rg? =E [ese

Xs — Xg, can be calculated by

T

S}, with e; =

-1
R()-R..R., (Rss + iIN) R.~(RH20L) )
Yo 4

where the orthogonal principal is used in the first equality, and
the second equality is based on the identity D~!+D~1C(A—
BD!C)"'BD"! = (D -~ CA~!B)~!. The MSE can then
be calculated as U?_’ N = =trace (Rgi)), where trace(A)
returns the trace of the matrix A. The calculation of the MSE
involves matrix inversion and the trace operation. Performing
the eigenvalue decomposition of R, in (9), we have

1 N 1 ~ -1
o _ 1IN (1
US’N_N;<An+5) )

where )\, is the n-th eigenvalue of R;.

In order to explicitly identify the impacts of the node density
and the spatial data correlation on the MSE, we resort to the
asymptotic analysis by letting N — oo while keeping a finite
node density 4. The results are presented as follows.

Proposition 1: When N — oo while keeping a finite §, the
asymptotic MSE of the estimated data at the sensor locations
in an 1-D network is

(10)

1
2

o

4v0p

2 li 2 _ Yo 2
o, = lm o y=|(1+—F) +—F—< an
N—oo ’ 1) 5} (1 _ pg)
Proof: The proof is given in Appendix B. ]

In (11), the opposite effects of node density on the asymp-
totic MSE are manifested in2 the form of two functions,

f1(6) & 2, and fo(5) £ 1”—3%. The first function, f;(9),

is the SNR per node, which is inversely proportional to J.
Thus f1(0) translates a positive correlation between § and the
asymptotic MSE. The second function, f2(d), is related to
the spatial correlation among sensors, and it is an increasing
function of 4. Hence, f2(d) translates a negative correlation
between ¢ and the asymptotic MSE. Therefore, ¢ exhibits two
opposite effects on MSE through f;(d) and f2(d). For the
estimation of data at the sensor node locations, it is shown in
the following corollary that the effect of the SNR per node,
f1(9), dominates that of the spatial correlation, f2(d).

Corollary 1: The asymptotic MSE given in (11) is a mono-
tonic increasing function of the node density, 9.

Proof: The proof is in Appendix C. [ ]

The result in Corollary 1 indicates that, the asymptotic MSE
for estimating data at the sensor node locations can benefit
from a smaller density. Therefore, if we only want to obtain the
data at some discrete locations, we should use a node density
that is as small as allowed by the application, i.e., placing
exactly one sensor at each desired measurement location will
obtain the optimum performance.

Fig. 2 shows the asymptotic MSE as a function of the node
density, 6. The SNR per unit area is 79 = 10 dB. Data
samples are assumed to be a zero-mean Gaussian process
with the spatial auto-correlation function given in (1). The
simulation results are obtained by using N = 1,000 nodes to
approximate infinite nodes. Excellent agreement is observed
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Fig. 2. The asymptotic MSE of the data samples in an 1-D network (79 = 10
dB).

between the asymptotic analytical results with N — oo and
the simulation results with N = 1,000. As pointed out by
Corollary 1, the MSE increases monotonically as ¢ increases,
indicating the dominance of the SNR per node over the spatial
correlation. It can be seen from Fig. 2 that the MSE approaches
a constant value as § — oco. This indicates a balance between
the opposite effects between f1(J) and f(d) as  — oo, which
is corroborated by the following corollary.

Corollary 2: For the estimation of the data at the sensor
locations, the asymptotic MSE is upper bounded by

1
-2
Ug < <1 _ 270 )
log p

Proof: Eqn. (12) can be directly proved by setting

lims 00 02 in (11). ]

The asymptotic MSE upper bound is determined by the
spatial correlation and the SNR per unit area.

12)

B. MMSE Spatial Interpolation

The estimates of the data at the sensor locations can be
interpolated to get an estimate of the data at any location.

As discussed in Definition 1 and Lemma 1, MMSE spatial
interpolation can obtain the optimum performance by mini-
mizing o7 given in (3). The MSE given in (3) depends on the
location 7. Since we are interested in the reconstruction fidelity
of the entire measurement field, the worst case scenario will
be considered by estimating the data located in the middle of
two neighboring sensors, with coordinate 1], = (n— % )d. Cor-
respondingly, denote the data vector to be estimated through
interpolation as x4 = [z(n}), -+, z(ny)]Te RV*L.

Following the orthogonal principal, E [(%Xq — xq)%X.| = 0,
where X is an estimate of x4, the MMSE spatial interpolation
can be expressed by

%4 = Ras R %, (13)
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Fig. 3. The MSE of the spatial interpolations under various node number
N in an 1-D network (p = 0.5, v0 = 10 dB).

where
Ry 2 E(xgx!)=+/P.RyWy, (14a)
Rs; 2 E(x.x7)=WT(P,R,, + c?I)W,, (14b)

with Rgs £ [E(x4%,) being a Toeplitz matrix. The first
row and column of Rgs are [1,1,p‘i,~-~ ,p(N_Q)d]T and
[1,p%, -, pV=DIT  respectively.

Combining (13) with (14), we have

%1 = /PRy (PRys +0°T) 'y, (15)
The corresponding error correlation matrix, Rg‘i) =
E [(%q — xa)(%a — x4)"], can then be calculated by
5 —1
R{ =R, - Ry, (Rss + —IN> R, (16)
Y0

where Ry = E(xdxg) = R, is used in the above equation,
and R,q = R,. The MSE for spatial interpolation is o3 =

%trace (Rgfi)).

The MSE for the spatial interpolation is numerically evalu-
ated for different values of 6 and N, and the results are shown
in Fig. 3. The spatial correlation coefficient is p = 0.5 and
the SNR per unit area is 79 = 10 dB. When N is small, e.g.,
N < 30, the MSE is convex in §. When N is large, e.g.,
N > 30, the spatial interpolation MSE becomes a monotoni-
cally decreasing function of 4. In addition, increasing N from
30 to 1000 only leads to a marginal performance improvement.
The following proposition presents the asymptotic MSE as
N — oo.

Proposition 2: When N — oo while keeping a finite 9, the
MSE of the MMSE interpolation in an 1-D network is

1
§ 1—ps\ [0
agéhm Ug,N: — + pl —+
N—o0 Yo 1_|_p,s Yo

Proof: The proof is in Appendix D. ]
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Fig. 4. The asymptotic MSE of the spatial interpolation in an 1-D network
(yo = 10 dB).

1
Define f3(0) £ Tr—”i. It can be easily shown that f3(¢) is

. . L—p? .o .
an increasing function of §, and its impact on the asymptotic

MSE is opposite to the SNR per node, f;(d). The following
corollary shows that o2 is dominated by the effects of f3(d).

Corollary 3: The asymptotic MSE given in (17) is a mono-
tonic decreasing function of the node density, §.

Proof: The proof is in Appendix E. [ ]

From Corollaries 1 and 3, it is apparent that § has opposite
impacts on ¢ and o3. The results in Corollary 3 can be
intuitively explained by the fact that the spatial interpolation
depends mainly on the spatial correlation among the data
samples, and a higher density means a stronger correlation
among the data samples, thus a better estimation fidelity.

The asymptotic MSE of the data interpolation is shown in
Fig. 4, where it is apparent that o2 is a decreasing function of
0. The simulation parameters are the same as those in Fig. 2.
Again, perfect agreement is observed between the simulation
results with N = 1,000 and asymptotic analytic results with
N — oco. When § — oo, aﬁ is lower bounded, and this is
described in the following corollary.

Corollary 4: The following inequality holds for o2 and o2

1

2
o} > (1 - ﬁ) > o2 (18)

log p
Proof: Since o7 is a decreasing function of 4, its min-
imum value can be obtained by letting 6 — oo in (17), and
(18) follows immediately. [ |
The result in (18) indicates that o2 is always bigger than o2
and they converge when d — oco. This can be explained by the
fact that the estimation of x4 is based on the estimation accu-
racy of x;, thus the fidelity of X4 can not exceed that of x;.
This result further corroborates that, for the estimation of data
at a discrete location, a sensor node needs to be placed at the
desired location to ensure the optimum performance, because
interpolation will always lead to an inferior performance.
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Fig. 5. Optimum node density v.s. correlation coefficient p in an 1-D network
(70 = 10 dB).

It is observed from Fig. 4 that, when § is small, the MSE
decreases dramatically as J increases. When ¢ reaches a cer-
tain threshold, no apparent performance gain can be achieved
by increasing 4 further, i.e., the slope of o approaches zero
as ¢ increases. Therefore, the opz)timum node density can be
chosen as the point such that ‘%‘ < ¢, with € being a small
number.

From (17), the slope of 02 can be calculated as

L"‘ 21052-3% 1 21052-3%

805 _ O'CQl Yo 62-(1+p%)2 Yo 52_(1,p%)2 (19)
00 2 5, 1-p3 5, lip?
Yo 1+p% Yo 1_p%

The optimum node density can then be obtained by numeri-
cally solving the equation ’% ’6 —e.

Fig. 5 shows the optimum node density as functions of the
spatial correlation coefficient p and the number of nodes N.
The SNR per unit area is 79 = 10 dB. When N is small
(N =2 and N = 5), the MSE is convex in ¢ as shown in Fig.
3, and the optimum node density is obtained by finding the
value of § that minimizes the MSE. When N is large (IV =
30 and N — o0), the optimum node density is obtained by
solving ‘86;?‘ < € with € = 1073, The optimum node density
decreases as p increases for all the systems. In addition, given
0, the optimum node density increases as N increases, and
it is upper bounded by the asymptotic case with N — oo.
The optimum node density for N = 30 is very close to the
asymptotic results with N — oc.

IV. OPTIMUM NODE DENSITY IN 2-D NETWORKS

The impacts of node density on the estimation fidelity
in a 2-D network are studied in this section. In a 2-D
network, consider the IV sensor nodes located over a grid on
a square region with area v Nd x v/Nd as shown in Fig.
1(b). The coordinates for the nodes are n;; = [id, jd)”, for
i,j=0,--- , K—1 with K = +/N. It should be noted that the
node density in a 2-D network is § = d—12, which is different
from the 1-D case.
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Fig. 6. The asymptotic MSE of the data samples estimation in the 1-D and
2-D networks (yo = 10 dB).

Stacking the data from all the sensors into a column vector,

we have & = [x¢, -, xk |7 € RV*L, where x,,, =
[2(Nmo), - T(Mm(x—1))]T € RF*!. The auto-correlation

matrix, ®,, = E [SSSZ] € RNxN

form of a block Toeplitz matrix as

, can be expressed in the

Ro R Rrg_1
R, Ry Ry_o

q’ss - . . . . ) (20)
Rx-1 Rk_» Ro

where R,, = E(x,%9) € REXK is a symmetric

Toeplitz matrix with the first row and first column being
[P0y Tty s Tm—1]T € R¥*1, and

/ k2+m,2
s .

The matrix, ®,;, assumes the form of a Toeplitz-block-
Toeplitz (TBT) matrix [17], i.e., @45 is a block Toeplitz
matrix, and each sub-matrix is also a Toeplitz matrix.

Tm,k = E [x('r]mk)x(nOO)] =p (21)

A. MMSE Estimation at Sensor Locations
Following the same procedure as in Section III-A, we have
the MSE, 92 £ 1 ]ET|§S —&HQ], as
1 —1,7% -1
02 = —t (@1—1), 2
s,N N race ss + 5 N ( )
where és is the MMSE estimate of £,. Performing the eigen-

value decomposition of ®, in (20), we can rewrite the MSE
in (22) as

where Ay ., for k,m =
D,
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Fig. 7. The MSE of the spatial interpolations under various node number
N in the 1-D and 2-D networks (p = 0.8, vo = 10 dB).

Proposition 3: When N — oo while keeping a finite node
density d, the asymptotic MSE of the estimated data at the
sensor locations in a 2-D network with spatial correlation
coefficient p is

’Yo
92 & lim 92 y= n
s Sl Y /%/%{ fl,fz)

where

—1
df1dfa, (24)

f17f2 +ZOO Z V kL:SmQ e-j277(kf1+mf2). (25)

k=—o00 m=—0o0

Proof: The results in (24) can be obtained by applying

[17, Theorem 1] to (23), which is the extension of the Szego’s
theorem to TBT matrices. ]
The expression in (24) can be easily evaluated numerically
given that the integrals are of finite limits. Even though
AL (f1, f2) is expressed as the sum of an infinite series,

the value of p e decreases exponentially as k£ and m
increase, thus A’ (f1, f2) can be accurately approximated with
moderate limits on k£ and m.

Fig. 6 shows the asymptotic MSE 92 as a function of the
node density 6. For comparison, the MSE o2 for an 1-D
network is also shown in this figure. The SNR is 79 = 10
dB. Similar to the 1-D case, the asymptotic MSE 92 is a
monotonic increasing function of §. In Fig. 6, given a fixed
node density, the asymptotic 2-D MSE is larger (worse) than
the asymptotic 1-D MSE. This can be explained by the fact
that each node in the 2-D network needs to cover a larger
area than its 1-D counterpart. The difference between the 1-D
and 2-D cases gradually diminishes as the spatial correlation
coefficient, p, increases, because the impact of node distance
decreases as p getting close to 1.
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Fig. 8. The optimum or asymptotically optimum node density v.s. spatial

correlation coefficient p in the 1-D and 2-D networks (yo = 10 dB).

B. MMSE Spatial Interpolation

The performance of the spatial interpolation in a 2-D
network is studied in this subsection. Similar to the 1-D
case, we consider the worst case scenario by interpolating
the data located in the middle of the square formed by four
adjacent sensor nodes, with coordinates of the data points
to be estimated being nj; = [(i + 3)d,(j + 3)d|”, for

1,7 = 0,--- ,K—1. Correspondm%}y, the data vector can
be expressed as &g = [xX0,---, xK JT e RN*1) where
X' = [2(Mn0); - ,x(nm(K_l))] € RIEXL

Following the same procedure as in the 1-D case, the error
correlation matrix, @gg):E (Ed—éd)(éd—fd)T , with éd being
the MMSE estimate of &4, can be calculated by

1
égi) =&, — Py, <‘I>ss + iIN) (}Sda (26)
Yo

where @44 = E(£4¢1) = ®, is used in the above equation,
@, = E[£.¢T], and @4, = ®T,. The cross-correlation
matrix, ® 4, can be expressed as
R’y R’y R’ R/ (k2
R’ R’y R R/ (k_3)
Py, = : ) - : , (27)
R'(k—2) R'(x_3 R’y R’y
R' k-1 Rl(x_9 R’ R’y
where R/,, = E.,xo) € REXK is a non-

symmetric Toeplitz matrix with the first row being

[r;’n,()?’r;n,()vrin,lv"' ,T;n,K,g]T € RF*1 and the first col-
! / / T kx1 _
umn [Tm,O’ Tm,1," ’Tm,Kfl] € R , and Tm =

E [2(n',,x)x(n00)] can be expressed as

, I ! [ (e 3)2+(m+4)?
j— mk —TI00|| — 5
rm,k =p Tk =p .

The matrix ® 4 is in the form of a non-symmetric TBT matrix.

From (26), the MSE of the 2-D interpolation in a network

with N nodes can be calculated as 19d N = —trace ((I)é‘é)).

(28)
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Proposition 4: When N — oo while keeping a finite §,
the asymptotic MSE of the data estimated through spatial
interpolations in a 2-D network with the spatial correlation
coefficient p is

1 1
3 [3

922 1im 92 = Al
d N —o00 a.N _% _%

where AL (f1, f2) is given in (25), and A/ (f1, f2) is com-
puted as

+oo +oo \/m
Ads(flva Z Zp 7*32W(/€f1+mf2) (30)

k=—ocom=—o00

|A (flaf2)|2

dd,29
AL (Frft f1df2, (29)

Proof: The proof is in Appendix F. [ ]
Fig. 7 shows the numerical and simulated MSE of the
spatial interpolation in the 2-D network, and the results for
the 1-D case are also shown in the figure for comparison. The
correlation coefficient is p = 0.8. The SNR is vy = 10 dB.
Simulation results with N = 1,600 are used to approximate
the asymptotic results with N — oco. For both the 1-D and
2-D cases, the MSE is convex in 4 when N is small, and
it becomes a monotonic decreasing function of 6 when N is
large. It can be seen that the 2-D network has a worse MSE
compared to its 1-D counterpart. The performance difference
between the 1-D and 2-D networks becomes smaller as either
N or § increases.
When N is small such that 93 y, is convex in 4, the optimum
node dens1ty in a 2-D network can be numerically identified

by solving | 5 5d| = 0. When N is large or tends to infinity,
the optlmum or asymptotlcally optlmum node den51ty can be

very small number. Fig. 8 shows the optlmum node density
as a function of p in the 1-D and 2-D networks. In the figure,
€ = 1073 is used for both 1-D and 2-D networks when N
is large. For a fixed p, the optimum node density increases
as N increases, and it is upper bounded by the asymptotic
result. Therefore, the 1-D and 2-D networks have similar
performance trends. For a given p, the optimum node density
of the 2-D network is slightly higher than its 1-D counterpart.

V. CONCLUSIONS

In this paper, the optimum sensor node densities for 1-D
and 2-D WSNs with spatial source correlation were studied.
The impacts of the node density on the MSE of the data
reconstructed at the FC were investigated for both small
networks with finite number of nodes, and large networks with
infinite number of nodes. Exact analytical expressions of the
MSE, many in closed-forms, were obtained for the 1-D and
2-D networks. The analytical results quantitatively identified
the interactions among the various system parameters and
the estimation fidelity, and the results provide insights and
guidelines on the design of practical WSNS.

There were three observations. First, if the network only
needs to estimate spatially discrete data, placing exactly one
sensor at the desired measurement locations will generate
the optimum performance. Second, for the estimation of the
data at arbitrary locations, the optimum node density can be
found when the MSE-density slope is close to zero, and the
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optimum density decreases as the spatial correlation coefficient
increases. Finally, the 1-D and 2-D networks have similar
performance trends with respect to node density, and their
performance difference diminishes as the spatial correlation
coefficient increases.

APPENDIX

A. Proof of Lemma 1

In Step 2, the MMSE vector wg; that minimizes 0',27 can be
obtained through the orthogonal principal [18], E{[wl%, —
z(n))xL'} = 0, and the result is

Wz; =V P?’Lr’rl (PnRxx + 0-§]:N)_1‘A/-5_17

where (2) and (6) are used in the above equation. Combining
the above equation with (6) and (7) leads to (4).

B. Proof of Proposition 1

Based on Szego’s Theorem [16], when N — oo, (10) can
be rewritten as

=

. 2
lim o
N—oco 5N

2 _
oy =

_[? 1 7]
_K%LAﬁ+3i v e

where Ay (f) = 2720 plnlde=in27f g the discrete-time

Fourier transform (DTFT) of the sequence, {p'"‘d}n, and it
can be calculated by

1— de
T 14 p2 — 20 cos(2mf)’

Ass(f) (32)

Substituting (32) into (31), and solving the integral with
[19, eqn. (2.553.3)], we have the result in (11).

C. Proof of Corollary 1
From (11), it is equivalent to show that g1 (d) = (1+~od)?+

47@[% is a monotonic increasing function of d = %.
Taking the first derivative of ¢;(d), we have
270
/ —_—
g1 (d) = 7(1—;)2‘1)2 x ga(d,0), (33)

where g2(d, o) is defined as

92(d:70) 2 (1= p°) Ty0d) + 2°(1-p>*)H4d log (p) o> (34)

From (33), in order to prove gj(d) >0, it is sufficient to
prove that go(d, 0) >0 because ga2(d, o) > g2(d,0). Let v =
p*? €10, 1], then g2(d, 0) can be rewritten as

g3(v) £ g2(d,0) =1 —v? 4+ 2vlog(v), 0<v<1 (35)

It can be easily shown that g§(v)=2(1 — 1) > 0,Vv € [0,1].
Therefore g3(v) is quadratic on [0, 1] with the minimum value
obtained at the solution of g4(v) = —2v + 2log(v) + 2 =
0, which is v = 1. Substituting v = 1 into (35), we have
min{gs(v)} = 0. Therefore, g2(d,vo) > g2(d,0) = gs(v) >
0, and this completes the proof.
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D. Proof of Proposition 2

The Toeplitz matrix, Rgs, is uniquely determined by the
sequence tgs = [t_(n_1)," " ,to, -+ ,tn—1]T, where ¢, =
p2pl"tUd when n < 0, and t, = p2p"? otherwise. When
N — oo, the DTFT of the sequence t,4s can be calculated as

s (= Yt e
14 p2d —2pdcos(2nf)’

Based on [16, Lemma 2], R4, is asymptotically equiv-
alent to a circulant matrix, Cys = U%DdSUN, where
Uﬁ is the unitary discrete Fourier transform (DFT)
matrix with the (m,n)-th element being (Dgs),,, =
\/_1N exp [—iji(mflz)v("fl)
with its k-th diagonal element being (Das)j, , = Ads (54).

Similarly, the Toeplitz matrix, R, is asymptotically equiv-
alent to a circulant matrix, C,s = UﬁDSSUN, where D,
is a diagonal matrix with its k-th diagonal element being
(Dss) = Ass (E52), with Ay(f) defined in (32).

Based on [20, Theorem 2.1], the error correlation ma-
trix, Ré‘é), is asymptotically equivalent to a circulant matrix,

1
c? — ¢, - Cy (css+%1) cil = ulipWuy,

AdS(f) =p

(36)

}, and Dy, is a diagonal matrix

—1
where DY = Dy, — Dy, (Dyy + £1) DY,
Based on Szego’s Theorem, we have
1
2 2 |Ads (f)I”
oy = Ass(f) — ———————| df. (37)
: /%l(ﬁ wrra K

Substituting (32) and (36) into the above equation and simpli-
fying leads to (17).

E. Proof of Corollary 3
The MSE in (17) can be alternatively represented as

o3 = {1+ [716) - O]/ [76) + O]}

Since f1(0) is a decreasing function of ¢ and f3(d) is an
increasing function of 4, it is straightforward to show that
[£51(8) — £3(0)] / [£1(8) + f3(6)] is a decreasing function
of 9, and this completes the proof.

(38)

F. Proof of Proposition 4

According to [17, Lemma 1], the TBT matrices, ®g,
and P45, are asymptotically equivalent to circulant-block-
circulant (CBC) matrices, By, and By, respectively, where
the eigenvalues of B,y and By, are samples of AL (f1, f2)
and Al (f1, f2), respectively [17, Theorem 3]. In addition,
the CBC matrices, Bs; and B, share the same orthonormal
eigenvectors [21]. Once the asymptotic equivalence is estab-
lished, the rest of the proof follows the same procedure as
described in Appendix D for the 1-D case.
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